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Abstract—Every day data is published of different types and 

from various sources. Data de-identification protects the privacy 
of most of this data before its publication. Over the recent years, 
a technique proposed by Dr. Sweeney, known as k-
anonymization as a means for privacy protection has gained 
great popularity. There has been intensive research involving this 
method and many alterations, in the hope to find an optimal 
solution in real-time to the generalization problem.  To achieve 
either generalization or suppression, researchers have used 
different types of heuristics, most of them being tree-based. 
Although this is a heavily investigated area, there is no simple 
method to prepare data for generalization; in theory, there are 
infinite methods for data preparation and partitioning.  In this 
research, we first propose the use of commonly known algorithms 
to prepare data and achieve generalization. We then introduce 
the use of tree-based algorithms and tree traversal as the 
mechanism to achieve data generalization. We further investigate 
them, by comparing the quality of generalization sets obtained in 
each traversal method, in the hope to determine which method is 
best.    
 

Keywords—Privacy, De-identification, Re-identification, Data 
Generalization, Generalization Heuristics, Tree Traversal, Data 
Transformation, k-anonymity, Privacy Metrics, Data 
Publication.  
 

I. INTRODUCTION 
As the era of big data, the twenty-first century has more 

than 2.5 quintillion data [1] generated each day from various 
sources. Every day the massive amounts of data that is 
collected and published are primarily due to the advances and 
unquestionable development of information technologies in 
recent years [2]. Governmental, local and international 
institutions, either public or private are increasingly required 
to make their data electronically available [3], either to satisfy 
some legal requirements or as part of some business process  
[4].  When that data becomes publicly available, it can be used 
by anyone and for any purpose. Government agencies and 
commercial industries [4], like insurance companies, health 
organizations, retailers, are just a few of the many entities that 
can make use of publicly available data. These companies are 
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free to use the public data in literally any process they desire. 
Data is always collected or published for specific purposes, 

which led to a delicate trade-off between the use of digital data 
(for security, progress, research, competitiveness) and the 
privacy of the citizens and other entities involved in its release 
[5]. To address this privacy issue, data publishers usually 
apply data privacy mechanisms to the data before its public 
release. These mechanisms must be implemented correctly 
otherwise, it can lead to severe ramifications on the privacy of 
the different entities involved [6]-[8]; evidenced by high 
profile cases  [9]: the Massachusetts medical records released 
in the mid-1990s, the AOL Research released, and the Netflix 
Prize Competition in 2006, among others. When not 
appropriately sanitized, the public release data may 
unwittingly disclose sensitive [10], or personal information 
[11] to the public and the chance of misuse of the data is 
extremely high [12], [13]. 

For the public release data to be useful, there needs to be a 
proper balance between the privacy risks and data usability 
left on the release version [14]; which is no easy task to 
address. This difficulty of preserving privacy in data 
publishing has gained significant attention within the research 
community [15] and has caused data custodians to be more 
concerned about the different security issues related to data 
publishing. This is such a serious issue that many governments 
have implemented different legislations that take into account 
this particular issue, for example, the US Health Insurance 
Portability and Accountability Act (HIPAA) [16], and the 
European Directive on Data Protection [17], are just two of the 
many legislations that have taken into account data privacy 
protection when publishing data. Since there is no perfect 
method to determine that optimal balance for privacy and 
usability of the data, companies will usually choose a specific 
threshold that they are willing to tolerate [18] and will base 
their privacy protection on that threshold.  

The most common and widespread mechanism for privacy 
protection in public releases of data is de-identification (also 
known as anonymization). De-identified data are records that 
have had enough personally identifiable information (PII) 
removed or obscured (also referred to as masked or 
obfuscated) with the goal that the rest of the data does not 
distinguish an individual and there is no sensible premise to 
trust that the data can be utilized to identify an individual [19].  
When implemented, the data de-identification process varies 
from data custodian to data custodian (further details of the 
actual process in Section II). There are no defined guidelines 

Tree Traversal to Achieve Generalization for 
Data De-identification 

Jose C. D. Hernandez, David A. Garcia, and Farshad Rabbani 

7 
 

 



International Journal of Open Information Technologies ISSN: 2307-8162 vol. 6, no.11, 2018 
 
 
to achieve de-identification. There are however different 
techniques (described in Section II-A) and methods (described 
in Section II-B) that aid in the implementation.   

From the many privacy protection techniques, 
generalization is considered one of the most popular methods 
to achieve de-identification of data [7], [20]. That is why in 
this research, our privacy implementation technique will be 
data generalization. However, the actual process of achieving 
generalization (described in detail in Section II-A1) can also 
vary, and there are many ways to accomplish it. The different 
methods are referred to as heuristics, or more specifically, data 
generalization heuristics. A heuristic is an approach or 
algorithm that leads to a correct solution of a programming 
task by non-rigorous or self-learning means [2].  In this 
research, we will be working with only non-semantic 
heuristics; ignoring the semantics of the generalized data in its 
totality.   

Most non-semantic heuristics utilize the tree abstract data 
type to generate the different generalization sets, even though 
in the literature their actual structures are not detailed. In this 
research, we implement basic tree-based algorithms to achieve 
data generalization and try to determine which type of tree 
traversal is better when using heuristics that generate a tree for 
data de-identification.  To properly accomplish this, we have 
conducted several experiments outlined in Section V of this 
paper. 

II. PRIVACY RISKS IN PUBLIC DATA 
Data publication is a must in every sector, and as 

technology progresses, the demand will increase. Currently, 
public data is available for almost every area imaginable; 
medical healthcare datasets (for example, clinical studies, and 
hospital and discharge databases), demographic datasets (for 
example, census and sociology studies), systems data (for 
example, logs and bugs reports), social network (for example, 
Facebook and Twitter), e-commerce (for instance, Netflix 
movie ratings and Amazon products details) and the list 
continues.  A fictional case is used to illustrate the process and 
reasoning of data de-identification. Assume that a clinic is 
considering the release of patient record information. This 
information is described in Table I. 

 
TABLE I 

 PATIENT RECORDS 

ID Name Age Sex Zip 
code Disease 

10001 JAMES 30 Male 881001 AIDS 
20002 JOHN 25 Male 881002 Cholera 
30003 MICHAEL 20 Female 881003 Dengue 
40004 ROBERT 25 Male 881004 Hepatitis 
50005 MARY 20 Female 881005 Malaria 

 
 
 
 
 

 
TABLE II 

PATIENT RECORDS WITHOUT PIIS 

Age Sex Zip 
code Disease 

30 Male 881001 AIDS 
25 Male 881002 Cholera 
20 Female 881003 Dengue 
25 Male 881004 Hepatitis 
20 Female 881005 Malaria 

 
The clinic decided to remove all the PIIs, in this case, the 

columns name, and ID, producing Table II. This new table is 
then published, however with the use of other existing data, 
that is available also publicly, for example, voter records, it is 
possible to identify the owner of the records, by combining the 
different fields in each table. This action is likely due to the 
presence of quasi-identifiers (QIs) [6], [7], [22]-[24] in the 
data release.  Quasi-identifiers [10] are fields combined with 
information acquired from other sources to reveal the original 
data, such as {Age, Sex, Zip code}. That process (the use of 
QIs to reveal the original data) is known as re-identification of 
data [11]; which is one of the significant effects of 
identification risk [25]-[28] associated in every public release 
of data.  Re-identification is also defined as merely the reverse 
process of de-identification, to obtain the original data [11]. 
Identification risk associated with every data release is the 
probability of a specific entity to be identified by the use of 
public data [26]. The term privacy, in its broadest sense, is the 
right of an individual to have specific details about them not 
available to the public [25].   

Before making data publicly available, to prevent privacy-
related issues in data releases, organizations sanitize the 
information with techniques such as de-identification [29]. 
The objective is to make the data anonymous and reduce 
privacy-related risks [27].  Data anonymization (also known as 
de-identification) is just one of the many techniques used to 
sanitize a dataset for public release; sanitizing it in a way that 
prevents attackers from breaching the privacy of the different 
entities in the public release [23]. The following section 
outlines some of the many different techniques that can be 
used to transform the original data into de-identified data. 

A. Privacy Protection Techniques 
The following are the most common techniques used to 

achieve data de-identification. Generalization is a process of 
making information less precise, for example, by the grouping 
of continuous values. Suppressing Data is accomplished by 
deleting an entire record, or certain parts of records. 
Introducing Noise into the Data is a technique that adds small 
amounts of variation to the selected data. Swapping the Data 
exchanges the data contained in the same data field from 
different but comparable records (e.g., swapping the postal 
codes of two records). Replacing Data with the Average Value 
is a method that replaces data field values with the average 
value of the group of data to which the data field belongs.  
From all of these techniques, Generalization is considered one 
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of the most popular methods to achieve de-identification of 
data [7], [20]. The following section describes this method in 
greater detail. 

1) Data Generalization 
Data generalization is the process of making information 

less precise, such as grouping continuous values and replacing 
the original value with a group of values [30]; this approach 
generates generalization sets (GSs) that replaces the actual 
data values. If we look at Table II, by grouping the values in 
the age column, the grouping replaces the actual values in that 
column.  

For example, the age of patient Mary can be generalized to 
{20-25} or {10-50} or {19-21} or any other selected range. 
Inherently, this is why generalization cannot stand alone, 
primarily because there are no limits to define. Limits like, 
how big are the GSs? Which GSs replaces which values?  To 
answer these questions and to provide different limits, 
Professor Latanya Sweeney in 2002 came up with a concept 
referred to as k-anonymity; a model for privacy protection in 
data releases [23].  However, Meyerson & Williams [31] 
proved that optimal generalization sets for k-anonymity is NP-
hard, under both the generalization and suppression models.  

Although, the k-anonymity model has drawn considerable 
interest in the research community for the last few years 
resulting in many proposed algorithms that either modify or 
extend its capabilities [32] (to view the various k-
anonymization approaches, see [33]); the actual process of 
obtaining the GS varies, since its primary property utilizes 
either generalization or suppression.  

2) K-Anonymity 
The primary goal of k-anonymity is to prevent an adversary 

from identifying an individual with a probability of 1/k [34].  
Therefore, the probability of an adversary being able to find 
out the identity of a k-anonymized tuple is at most 1/k [34]. 
The k-anonymity technique uses either generalization or 
suppression to protect privacy. With generalization, less 
concrete forms replace QIs [20]. For example, value 15 in a 
dataset is generalized to the range {15-30}, then all 
occurrences of the value 15 are replaced by the range {15-30}. 
On the other hand, with suppression, the value is completely 
removed, and instead of the value, something ambiguous, like 
asterisks is put in its place [20].  

One of the most popular methods studied by the community 
for k-anonymity has been homogeneous generalization [34]. 
This approach entails partitioning of the tuples in the table 
under study into groups called equivalence classes which are 
also known as generalization classes or sets (GS). The entire 
GS replaces all values found in each GS, or a range developed 
based on the GS generated during the partitioning process. 

Returning to our example of Table I, with the assumption 
that the data custodian is willing to tolerate a threshold of 2, 
using k-anonymity, yields at least two records of each, 
repeated throughout the entire table. The first step is to 
generalize the data into different sets, in our example, the 
complete data is H= {30, 25, 20, 25, 20}, the different GS 
generated will be directly related to the heuristic used to 

achieve generalization.  
In our example, age 25 and 20 already meets the k=2 

requirements. Therefore, those values are left alone. However 
there are no values to group age 30 with, but upon executing 
heuristics A, the resulting GSs were, A= {20}, B= {25, 30} 
and those GSs replaces the actual values, as displayed in Table 
III. 

TABLE III  
AGE K-ANONYMITY, WITH K=2 

Age age (2-anonymity) 
30 {25,30} 
25 {25,30} 
20 {20} 
25 {25,30} 
20 {20} 

 
Note that, if heuristic B was executed instead of heuristic A, 

the GSs might have been A= {20, 30}, B= {25} and perhaps 
heuristic C would have had results A= {20, 30, 25}. These 
multiple options pose the question – which heuristic is best? 
This uncertainty is indeed a problem. This paper proposes the 
use of commonly known tree base algorithms to prepare data 
and then traverse them to obtain the data order for 
generalization. 

III. TREE-BASED GENERALIZATION 
For this paper, we will be exploring three commonly known 

algorithms; (1) The Huffman Coding Algorithm [35], (2) The 
Binary Search Tree Algorithm [36] and (3) The Georgy 
Adelson-Velsky and Evgenii Landis' Tree Algorithm, also 
known as an AVL Tree [37].  

The Huffman Coding Algorithm solves the problem of 
finding an optimal codebook (variable length codes) for an 
arbitrary probability distribution of symbols [35]. That is, 
while there might exist many other codebooks, none will have 
a smaller average code length [35] than that generated by 
Huffman’s - the primary reason for choosing this heuristic. 
Huffman provides detailed instructions on how to construct 
Huffman Trees such as that shown in Fig. 1 [38].    

A Binary Search Tree is a rooted binary tree, whose internal 
nodes each store a key and is recursively defined as either 
being empty or consisting of a node called the root (top), 
together with two rooted binary trees called the left and right 
subtrees, respectively. Those sub-trees can both be empty.  

What makes this data structure special, is the fact that it 
satisfies the binary search property; binary search requires fast 
access to two elements, specifically the median elements 
above and below the given node [36]. The order among sibling 
nodes matters in rooted trees. Therefore the value that 
represents the left node is different from that of the right [36].  
This characteristic that for a given node X, all nodes in the left 
subtree of X have keys < X, while all nodes in the right 
subtree of X have keys > X [36], of this heuristic, made it an 
obvious choice. 

On the other hand, an AVL Tree is a self-balancing binary 
search tree where the heights of child subtrees of any node 
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differ by at most one; if at any given time they differ by more 
than one, it will automatically re-balance itself in order to 
maintain that property [39]. 

A. Tree-Based Heuristics Construction   
To achieve generalization with these algorithms the 

frequency of each unique value in the dataset is used to build 
the trees.  

For example, for the dataset of J= {47, 42, 51, 35, 33, 51, 
37, 33, 38, 36}, [x] represents the frequency of a given value.  
Outlined below are the trees generated using the heuristics 
proposed: 

 
Fig. 1.  Huffman Tree  

 

 
Fig. 2.  Binary Search Tree  

 

 
Fig. 3.  AVL Tree  

 
Once constructed, each tree should be traversed [36] by 

either; (1) Pre-order traversal, (2) In-order traversal, or (3) 
Post-order traversal.  By ignoring all those values whose 
frequency is node>=K, and by traversing only those values 
that are of frequency node<K; the resulting data from the tree 
traversals are k-anonymous. The traversal result will 
determine the data order, once that has been obtained it is just 
a matter of getting the different GSs based on the K specified. 

B. The Generalization Algorithm 
There are many methods to achieve the actual division of 

the different generalization sets, for this paper and this 
research, we have developed a generalization algorithm based 
on three different concepts derived from the classical 
problems of the Knapsack family of algorithms [40]: (1) Bin 
Packing, (2) Partition Problem, and (3) the Subset Sum 
problem.   

These three classical problems can be summarized as 
follows: the Bin Packing problem solves the scenario of 
packing objects of different volumes into a finite number of 
bins of specific capacities in a way that produces a minimum 
for the number of bins utilized. The Partition Problem, also 
known as number partitioning, basically carries out the task of 
deciding whether the partitioning of a given set of positive 
integers can yield two subsets of the equal sum. The Subset 
Sum problem determines if there is a subset of a specific sum 
in a master set. 

Our algorithm follows the following logic: 
Given a dataset E={e1,…,eT} where “T” denotes the total 

number of elements. tam(E)=tam(e1)+tam(e2)+…+tam(eT); 
where “tam” is size/frequency; therefore tam(ei)=ni ; where 
“ni” is the total of the individual element.  Therefore, a 
partition is defined as; “Pj” given that Pj={e1j,e2j,…,eaj}; which 
is a subset of “E” with “a” elements. This leads to the 
definition of tam(Pj)=tam(e1j) +tam(e2j) +…+ tam(eaj); given a 
“K” where K ∊ N and K ≤ tam(E). 

With the objective to minimize the function tam(Pi) ∀i=1,…,M 
and to find M∊N; referred to as “Number of partitions” that 
satisfies the following properties: P1⋃P2⋃…⋃PM=E and 
Pi⋂Pj=Ø ∀i≠j; we will refer to it as “the equation to determine 
partitions for M”; which are subject to: 
tam(P1)+tam(P2)+…tam(PM)=tam(E) and tam(Pi)≥K ∀i=1,…,M; 
which will determine the elements to be generalized given a 

10 
 



International Journal of Open Information Technologies ISSN: 2307-8162 vol. 6, no.11, 2018 
 
 
particular K. 

In summary, our algorithm obeys the following four rules:  

• Rule 1: Partition into sum => k, where K is any given 
integer.  

• Rule 2: Merge the last incomplete partition with the one 
above to maintain cluster closeness.  

• Rule 3: When the entire set is not able to achieve sum => 
K, then request the first node that is = k and then merge 
this node with the rest.  

• Rule 4: If rule four returns null, then request first node >k 
and merge set with it. 

The resulting datasets from this algorithm are the results of 
the tree traversals. There are different methods of traversing a 
tree; the question that arises is: if one traversal is better than 
the others? To answer such a question, a mechanism to 
measure the results is needed. The following privacy metric 
will be used to evaluate the quality of the different 
generalization sets obtained by the different traversal methods. 

IV. PRIVACY PROTECTION METRICS 
In general, the quantification used to measure data privacy 

is the degree of uncertainty, according to which original 
private data can be inferred [41]. The degree of uncertainty is 
the amount of private information that can be discovered from 
data mining results [41], for example, the degree of 
uncertainty for the k-anonymity is at least 1/k. The higher the 
degree of uncertainty achieved by an algorithm, the better the 
data privacy is protected by that algorithm [41].  For this 
paper, we have chosen the following two metrics. 

A. Information Loss Metric 
Information loss (IL) is used to measure the amount of 

information lost due to k-anonymization. There are a variety 
of methods that have been proposed and used during the past 
years [4], [28], [33], [41]-[44]. The measurement of 
information loss in this research will be done using the one 
described by [4], which was later used by [45] and [32]. From 
all the different metrics available, the one by [4] is considered 
most appropriate due to the properties it uses to measure the 
information loss; which is based on GS and not the different 
levels of generalization hierarchies (GH), this study will 
generate GS and not GH. Thus this metric is considered the 
most appropriate in this particular scenario. 

The idea behind this metric is to determine the information 
loss by each anonymized value and then average all the 
individual information loss to determine the total information 
loss per the given column. This research uses the same 
assumption utilized by Iyengar [4] when measuring 
information loss. That assumption is that there is the same 
generalization loss for ambiguity between any two distinct 
values.  

For example, given the column age, which contains the 
following dataset age = {24,46,51,28,28,23,55,45,35,40}, this 
dataset has 9 unique values.  When the dataset is anonymized 

using K=4, we obtain; GS1 = {24,40,55,51} and GS2 = 
{45,23,28,46,35}.  To obtain the amount of information loss 
per GS, equation 1  

 
 Information Loss per GS = Amount of GS elements

Unique Values in dataset−1 
     (1) 

is used which in return will give us; GS1 = 4
9−1

= 4
8

= 0.5 and 

GS2 = 5
9−1

= 5
8

= 0.625.  In this case, the information loss for 
the column age is given by equation 2, which returns 0.575 for 
this example. 
 
   Information Loss per Column = 

Average of all IL per GS used in column                      (2) 

B. Utility Loss Metric 
Measuring the utility of the released data is another tough 

task [46].  This metric measures the amount of information 
retained in a generalized table [47]. The utility of an 
anonymized table increases as the distance between the 
anonymized table and the original table decreases [47]. The 
utility depends on the variability of the confidential attribute 
within the group: the more similar the confidential attribute 
values, the more knowledge for the user (when the 
anonymized data makes more sense), but also the higher the 
risk of attribute disclosure [46]. 

Several metrics have been proposed to measure utility, also 
referred to as measurements of data quality [48], with the most 
popular ones being the discernibility metric [24] and the 
misclassification metric [4].  Both of these metrics assign a 
penalty to each tuple based on how many tuples in the 
transformed dataset are indistinguishable from it [41]. In 2012, 
a new metric known as research value (RV) was proposed by 
[49]; which encapsulates the utility of each attribute 
concerning specific conditions.  

For this study, the utility metric will be the Hierarchical 
Discernibility Metric (HDM) [50] due to the many 
improvements described by [50] over the discernibility metric. 
The fact that HDM evaluates the utility based on 
generalization class and not on the generalization of 
hierarchical levels makes it most appropriate for this work. 
The following example outlines HDM. 

Assume there are 50 records ‘X’ and 200 records ‘Y’. If a 
GS has the two values G1= {X, Y} (the GS created using X 
and Y) and there is a total of 1000 records, the calculation of 
the HDM for each value uses equation 3. 

 
HDM𝑣 = (N𝑒−𝑁𝑣)

(N−N𝑣)
                                                             (3) 

Where N is the total number of records. 
Ne is the number of records that have values in the group e. 
Nv is the number of records that have value v. 
 
For this example, 𝑁 = 𝑥 + 𝑦 = 50 + 200 = 250 ; using 
N=250 HDM𝑥 = 250−50

1000−50
= 4

19
 (the utility loss for value X) and 

HDM𝑦 = 250−200
1000−200

= 1
16

  (the utility loss for value Y).  
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Therefore ‘X’ has a HDM of 4/19, where ‘Y’ has a HDM of 
1/16. Now, to determine the total HDM for G1 all HDM per 
values within the GS are average together  [50], thus HDMG1 
is determine by equation 4.  

𝐻𝐷𝑀𝐺𝑆 = ∑ 𝑛𝑖
𝑛
𝑖=0
𝑛

                                                  (4) 

Where n is the total number of elements. 

In this example, the total DDM (using equation 4) for G1 

is
4
19�  + 1

16�
2

= 0.136516. If this example had resulted in more 
GSs, then the total utility loss per the entire table would be the 
average of each GS [51]. 

V. EXPERIMENTS 
Besides demonstrating that basic algorithms can be used to 

achieve generalization via tree traversal, we were also 
interested in determining which, if any is the best method of 
traversing a tree. Best in the sense that it achieves the k 
property requested and yet, loses less information and utility 
compared to the other methods of traversing the tree. 

A. Experiment Setup 
To achieve such a task, we designed, developed and ran two 

“3X3X3” factorial designs with three independent variables 
and two dependent variables. The independent variables were 
(1) the method of traversing a tree, (2) the heuristics and (3) 
the value of K. 

The heuristics, in this case, were: Huffman coding, Binary 
Search Tree, and AVL tree. The values of K used were; 3, 5, 
and 10; chosen because they were the common values used by 
[28], [43], [49] in their experiments using k-anonymity and the 
same dataset utilized by this research. 

The data source for these experiments was the Adult dataset 
from the UC Irvine Machine Learning Repository [52]; stored 
in a MySQL database. This dataset is a de facto benchmark for 
k-anonymity related experiments and investigations [53]. 
Some researchers have gone as far as to call this dataset a 
standard benchmark for k-anonymization studies [20]. 
Possible columns under consideration from the dataset (QIs) 
are the following; age, work class, education, occupation, 
hours work per week, and native country. Those fields contain 
enough data to evaluate the generalization outcome.  

We used only the columns age and hours work per week for 
the experiments; each one with 80 runs, which generated 2160 
records per column.  Each traversal result underwent our 
generalization algorithm described in Section III-B and was 
evaluated using the privacy metrics described in section 4. The 
following section provides an outline of the analysis of the 
resulting data. 

B. Results 
Our results showed that for both, the age and hours work 

per week (H/W) column, the in-order traversal method 
produced less information and utility loss, shown in Fig. 4-7; 
Table IV and V are summaries of the results. 

 

TABLE IV 
TREE TRAVERSAL RESULTS FOR COLUMN AGE 

Traversal 
Method 

Information Loss Utility Loss 
Mean StDev Mean StDev 

In-Order 0.044998 0.001180 0.009517 0.004366 
Post-order 0.045579 0.001140 0.009846 0.004626 
Pre-order 0.046576 0.003001 0.010190 0.004637 

 
TABLE V 

TREE TRAVERSAL RESULTS FOR COLUMN H/W 

Traversal 
Method 

Information Loss Utility Loss 
Mean StDev Mean StDev 

In-Order 0.081889 0.012812 0.009763 0.005515 
Post-order 0.082183 0.013070 0.010015 0.005759 
Pre-order 0.082719 0.013527 0.010436 0.006295 

 

 
Fig. 4.  Information loss due to traversal for column age 

 

 
Fig. 1.  Utility loss due to traversal for column age 
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Fig. 6.  Information loss due to traversal for column H/W 

 

 
Fig. 2.  Utility loss due to traversal for column H/W 

VI. DISCUSSION 
We have demonstrated that by using any tree-based 

algorithm, it is possible to achieve generalization. Based on 
the results of the experiments, it is clear that the method used 
in traversing the tree for data preparations plays a significant 
role in the quality of the resulting generalized data as shown in 
Fig. 8 and Fig. 9.  At this moment, however, we are unable to 
state which of the three different heuristics used obtains the 
best generalization overall, further experiments are required to 
determine this. 

 

 

Fig. 3.  Utility Loss Based on the Type of Heuristic Used 

 

 
Fig. 4.  Information Loss Based on the Type of Heuristic Used 

 
An interesting fact is that with Huffman coding, the 

traversal method used is irrelevant; all the different tree 
traversals produced the same amount of information and 
utility loss, as can be seen in Fig. 8 and Fig. 9. This fact was 
true for both experiments. For all other heuristics in the study, 
the traversal method did give different results.  We believe this 
was due to the property that Huffman coding has, which is the 
ability to generate new nodes by combining two existing 
nodes. 

Once obtained, the GSs can in return replace the actual 
values and thus achieve de-identification. Each record in the 
de-identified dataset has a probability 1/k of being re-
identified [43].  

The importance of knowing which traversal method is better 
can be instrumental when making data generalization by the 
use of tree-based heuristics because it will permit the data 
custodian the ability to use the traversal method that will 
guarantee the k value property, yet obtaining less information 
and utility loss during the process.  Also to a certain degree, 
knowing which traversal method is better,   makes the de-
identified data more useful when conducting different 
analyses. 

VII. CONCLUSION 
This research was an attempt to address the critical problem 

of transforming data so that the dual goals of usefulness and 
privacy can be satisfied to a certain degree. We achieved this 
by investigating tree-based heuristics and determined the best 
method of traversing the tree to achieve generalization. Based 
on the results of our experiments, we can conclude with 
confidence that the best tree traversal method is in-order 
traversal; best in the sense that it has the least information and 
utility loss.   

We have successfully implemented tree-based algorithms to 
achieve data generalization. We were able to demonstrate the 
viability of the use of traversal methods to prepare data for 
generalization, and we were able to show a clear difference 
between them. 
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