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Abstract—Excel’s “line chart” has several peculiarities that 

can yield misleading representations of data.  However, in 

Excel 2010 it is possible to combine “line charts” with “scatter 

charts” which exacerbates the capacity to be misleading. 
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I. INTRODUCTION 

Microsoft Excel is among the most widely used software 

in business and education [1] and, in various versions, has 

been for about 30 years.  It has been suggested that Excel 

might be “…the most dangerous software on the planet” [2] 

because of the coding or logic errors that even expert users 

introduce into their spreadsheets and because of difficulties 

in data auditing [3].  The impact of these sorts of problem 

has been significant, as is apparent from the list of 

extraordinary examples maintained by EuSpRiG [4].  

Irrespective of how Excel is used, in-built errors in 

calculation and statistics have been reported since at least 

the mid-1990s [5, 6] and this literature has grown 

considerably [7-15].  The intrinsic difficulties with Excel 

also extend to its graphics [6, 16].  The number of supported 

“chart types” has steadily increased and it is possible to 

generate many others [17-19], but the potential for the 

generation of poor and misleading graphs has also increased.   

For example, pseudo-three-dimensional charts are difficult 

to interpret, features of the automatic layout of the scatter 

plot lead to data being obscured, there is often too much 

“chartjunk” and a variety of other issues that mean that 

“charts” produced using Excel are frequently unsatisfactory.  

Even the most basic of the problems identified have not 

always been rectified [20, 21] and some have even been 

carried forward into the Excel Web App [22].  Given this, 

and the ubiquity of Excel, the only pragmatic response open 

to the practioner is to become familiar with its limitations.  

However, beginners often find quite unlikely capabilities, so 

teachers must also be familiar with these.  Here, we outline 

some of the well-known peculiarities of Excel’s “line chart” 

and then we describe some of the consequences arising from 

the developments in Excel 2010. 
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II. ESTABLISHED PROPERTIES OF THE “LINE CHART” 

The “line chart” is described in Excel 2010 as being “… 

used to display trends over time”.  It is widely used in some 

disciplines, such as economics [23], and in one survey more 

than 85% of those charts that were not bar or pie charts 

(which together accounted for 60% of the total) were “line 

charts” of some sort [24].  However, to many students (and 

some who should know better) several properties of this 

“chart type” are not apparent from the description. 

1. No matter what the spacing between the independent 

values the points are always evenly spaced.  For example, 

if x = {1, 1.1, 10, 1000} the points are evenly spaced on a 

“line chart”, despite the enormous differences in the 

intervals between the coordinates.   

2. The points are always located halfway between tick 

marks, even when the x value would correspond to a tick 

mark.  For example, if x = {1, 1.1, 10, 1000} then x = 1.1 

and x = 1 would be located midway between the adjacent 

pairs of tick marks. 

3. The data are always distributed across the entire range of 

the plot. 

4. The x values used in these plots are actually categorical, 

so it would not matter if x = {John, Paul, George, Ringo} 

rather than x = {1, 1.1, 10, 1000}, the plot would be the 

same except for the labels on the abscissa. 

5. A corollary of this is that order is important.  First, the 

order in which the data are listed in the spreadsheet 

determines the internal representation.  Second, where 

more than one set of data is plotted on a “line chart” the 

order in which the data are selected determines the axis 

labels.  

6. Despite the categorical nature of the x values, Excel will 

fit a “trendline” to the data [12], which can be very 

misleading.  For example, if y = x
2
, for x = {-10, -9, …, 

10}, is plotted as a “line chart”, the least squares second-

order polynomial obtained from the data (the “trendline”) 

is 

  ( )22 1112122 −=+−= xxxy  (1) 

(Figure 1).  Given this, it is clear that the internal 

representation of the coordinates is actually (i, yi), for i  = 

1, 2, … , n, irrespective of the x values provided, 

consistent with the insensitivity of the plot to changes in 

labels (point 4, above).  It is also clear that simply 

omitting or adding data can change the “trendline” 

dramatically.  For example, omitting just one coordinate 

(say (-5, 25)) causes the expression to become 

  49.122478.231239.1 2
+−= xxy  (2) 

and each omission or addition yields a different 
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“trendline” (Figure 2) even if all points lie on a particular 

curve (such as y = x
2
) because of the internal 

representation of the data.   

 

 
Figure 1.  “Line chart” of y = x

2
 for x = {-10, -9, …, 10} and 

the “trendline” reported by Excel 2010. 

 

 
Figure 2.  The error in the coefficients of the quadratic 

“trendline” (y = a2x
2
 + a1x + a0) fitted to the curve shown in 

Figure 1 when a single coordinate is  omitted.  In each case, 

the error is the difference between the coefficient reported 

by Excel and the “trendline” given in Figure 1 (that is a0 – 

121, a1 + 22 and a2 – 1) rather than those for the ideal fit for 

y = x
2
.  For clarity, the error associated with a2 has been 

multiplied by 25. 

 

In case it might be thought that phenomena such as these 

are not observed in practice, we describe two very short 

examples from the literature [25, 26] and omit any 

unnecessary details.  First, Holzinger et al. [26] simply plot 

data without regard to the uneven distribution of the x values 

and then they report the results in terms of linear least 

squares regression.  In the second example, Patel et al. [25] 

report a least squares fit of a quadratic (f(x)) to data in which 

x ranges from about 40 to 70 and y ranges from about 8 to 

12.  The problem is obvious if a value of x in the middle of 

the range (say x = 55) is chosen: f(55) = -352.8.  Not only is 

this value well outside the range of the y values, but, because 

y represents a chemical concentration, it is also physically 

impossible.  On the other hand, if x = 3 is chosen because of 

the clustering of the data: f(3) = 10.68.  This value lies 

within the range of uncertainty indicated [25].  

Excel provides no indication to the unwary that the “line 

chart” can be misleading.  An experienced scientist will 

know that it is relatively rare to obtain data at perfectly 

regular intervals, but it is, perhaps, not unreasonable that 

many students simply think that the “line chart” is the correct 

way to plot a line between experimentally obtained data 

points.  Moreover, for at least some, “line chart” is 

synonymous with “line graph”, which is often interpreted as 

a plot in which a function is represented by a series of 

straight lines between coordinates [27], as can be achieved 

in Excel using a “scatter chart”.  The properties described 

above mean that the “line chart” does not plot the data 

reliably which deters most experienced users of Excel for 

scientific purposes from employing this “chart type” without 

a very good reason. 

III. WHAT EXCEL 2010 HAS TO TEACH EVEN EXPERIENCED 

USERS 

In Excel 2010 the “line chart” has three properties we have 

not encountered before. 

1. Excel facilitates the combination of a “scatter chart” and a 

“line chart”.  For example, having made a “scatter chart” 

of two sets of data, one can be converted to a “line chart” 

by right clicking on a data point, selecting “Change Series 

Chart Type …” from the pop up menu and then “line 

chart” from the options displayed.  To illustrate the 

consequences of this, in the example shown in Figure 3 

the same data were plotted twice on a “scatter chart” and 

then one series was converted to a “line chart”.  Two 

unexpected features are apparent from Figure 3. 

a. The data in these two representations have different 

ranges: the original data ranged from x = -11 to x = 13, 

but in the “line chart” the range is from x ≈ -14.5 to x ≈ 

14.5. 

b. Only one of the 25 points (that at x = 6) coincides in the 

two representations.  In fact the “line chart” is stretched 

relative to the “scatter chart” (for x > 6 or x < 6, each 

point in the “line chart” is plotted at too high or low, 

respectively, an x value and the discrepancies increase 

as x diverges from x = 6). 

2. The discrepancy between the actual and correct x 

coordinates can be modified by changing the range of the 

abscissa (Figure 4).  

3. The precise behaviour observed need not appear to be 

consistent.  

These three properties are consequences of the basic 

properties of the “line chart” listed above and the scaling of 

the “scatter chart”.  In Figure 3, the default range of the 

“scatter chart” abscissa is x = -15 to x = 15, not all of which 

is required by the data.  In contrast, in the “line chart” 

representation the data are always uniformly distributed over 

the entire plot width, so the two representations do not 

coincide in Figure 3 and the discrepancy can be made worse 

(Figure 4) or reduced by changing the range of the “scatter 

chart”.  The apparently inconsistent behaviour of the 

combination of a “scatter chart” and a “line chart” results 
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from the significance of order for the latter.  While it might 

seem unlikely that a combination of a "line graph" and a 

"scatter plot" would be considered useful, we have 

encountered examples of this recently and its potential to be 

misleading is profound.   

The greatest risk associated with this particular 

phenomenon is that it is almost impossible to detect without 

either (i) direct access to the raw data or (ii) plots of the data 

that make the discrepancy obvious, such as those in Figures 

3 and 4.  It is rare that either of these options would be 

available, leading one to conclude, for example, that the data 

in Figure 3 are not particularly consistent and that the 

discrepancy is even worse in Figure 4.  In fact, the data are 

identical and should match perfectly both within and 

between the two graphs (Figures 3 and 4). 

 

 
Figure 3.  “Scatter chart” (■) and superimposed “line chart” 

(—□—) of the same data generated using the default scaling 

in Excel 2010.  We omit details of the work from which the 

data were obtained, but details of very similar data can be 

obtained elsewhere [28]. 

 

 
Figure 4.  “Scatter chart” (■) and superimposed “line chart” 

(—□—) of the same data plotted in Figure 3 generated by 

arbitrarily changing the lower limit of the abscissa from -15 

to -20. 

 

IV. CONCLUSION 

The use of the “line chart” in Excel should be considered 

very carefully.  Everything that can be done with a “line 

chart” can be achieved with a little thought using a “scatter 

chart”.  However, the real danger in Excel 2010 is the 

capacity to combine a “line chart” and a “scatter chart” 

which can be virtually undetectable and have unanticipated 

and serious consequences. 
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