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boab1ime s36IKOBBIC MOZICJ/IM B HCBPOJIOT'HMHA

E.JI. Hamuort

Annomayua - Pa3BpuTHe  CHCTeM  HCKYCCTBEHHOIO
uHTeIekTa (MM), B 4aCTHOCTH, TaK Ha3bIBaeMbIX 0a30BBIX
MoJeJieill U 001bIIMX SI3bIKOBBIX MO/eJIeli, OTKPbLIO HOBYIO 3py
Ha croike U u ueBpoJoruu (HeiipoHayku). IDTH MomeId
MO3BOJIAIOT pad0oTAaTh ¢ Pa3HOOOPa3HBIMU HA00PaMHU IAHHBIX B
Pa3HbIX MOJAJILHOCTSIX.

Ilo cpaBHeHHI0O C KJIACCHYECKHMMH BbIMHCIUTEIbHBIMU
NMOJX0aMH, KOTOpble, B OCHOBHOM, ONHMPAJNChL Ha
TPaAMIHOHHbIC METObl MALIUHHOIO 00y4eHHs, TAKHE MOJIECTH
MPEACTABJAIOT €000l 3HAYNTENbHBI mar Bmepea. Onu
JAeMOHCTPHUPYIOT CHIILHYI0 0000IHAI0LIYI0 CIOCOOHOCTH, MOTYT
yJ1aBJIUBATH CJI0KHBIE NPOCTPAHCTBEHHO-BpPeMeHHbIe
3aBHCHMOCTH, O0Hapy:KeHHbIe B JaHHBbIX. JTO 0CTHIaeTcs, B
YaCTHOCTH, 32 CYeT CKBO3HOI0 00yueHHs] HeMmoCpeACTBeHHO Ha
Heo0padoTaHHBIX AaHHBLIX. BazoBble MoaenH, MOTEHIHATBHO,
MOTYT NPHMEHSIThCS BO BCeX OCHOBHBIX HelipOOH0JI0THYeCKHX
00/1acTSIX, OXBATBIBas HeHPOBU3YAIM3ALUI0 H 00padoTKy
JAaHHBIX, HHTepdelickl MO3I-KOMIBLIOTED M  HelipoOHHOe
JeKOUPOBaHNe, MOJIEKYJISPHYI0O HelipoOMOJIOTHM M TeHOMHOe
MOICTHPOBAHHE,  KJIHMHMYECKYH  IOMOIIbL, a  TaKikKe
NPUJI0KeHHs1, cienMpHuYHbIe 11 KOHKPETHBbIX 3200J1eBaHUIi,
BKJII0Y s HEBPOJIOTHYeCKHe u NCUXHATPHYECKHE
paccrpoiictBa. JTH MoAeIH [eMOHCTPHPYKT CHOCOOHOCTH
pemaTh OCHOBHBbIe BbIYHCIHTE/IbLHbIE Helipo0uoIornyecKue
3aa4i, BKJIKOYasd MHOTOMOJAJIBHYI0 HHTEIPAIUIO HeipOHHBIX
JAHHBIX, MPOCTPAHCTBEHHO-BPEMEHHYI0)  HMHTEPIPETALHIO
NMATTePHOB M Pa3paboTKy TPAHCASIHOHHBIX CTPYKTYpP A
KJIMHHYeCKOT0 MPUMeHeHHs .

Kniouegvie €7106a—MWCKYCCTBEHHbII
HeBPOJIOrHs, 6230BbIe MOJEIH, I3bIKOBBIE MOJEH.

HHTECJLJICKT,

|. BBEJAEHUE

I'enepatuBHble Mognenu HckyccTBeHHoro HHTtesmnekTa
OBICTPO MPUBIEKIH K ceO¢ BHUMaHHE BO MHOTHX 00JacTsX,
KaK BO3MOJKHBIC PCLICHHUS AJs aBTOMATH3aI[HK Pa3IHIHBIX
nporieccoB. bounbiue s3pikoBbie Mogenu (LLM) 3mecw
SBISIOTCS, MOXanyi, Haumbolee SPKAM TMPUMEPOM.
[IpocToTa WX UCMOJIB30BAHUS, MOXO0XKAS HA 3HAKOMBIE BCEM
MOMCKOBBIC CHCTEMBI, TCHEpALUs Pe3yIbTaToOB (OTBETOB) B
BHJI€ CBSI3HOTO TEKCTa M oOecmedmin OBICTPHIA POCT MX
MpUMEHEHUsI (IOMBITOK NPUMEHEHHS) B CaMBIX Pa3HBIX
obnactsix. Pemenms wa ocHoBe LLM B wmemurmue [1],
0e3ycioBHO, 0071a 1af0T MOTEHIIHAIOM s TpaHcopma un
Pa3IUYHBIX TPOILECCOB, OT YIYYIIEHUS KIHHAIECKHX
peumienni (muddepeHanbHas ITUATHOCTHKA, OTBETHl Ha
Bompockl) [2] u aBTOMaTH3aIMK QOKYyMeHTUpOBaHus [3], 10
YCKOpEHUs HCCIIeNoBaHUH (pa3paboTKa JeKapCcTB, aHAN3
JNAaHHBIX) ¥ YIy4YIICHUS mporecca o0pa3oBaHus (LUPPOBBIE
JIBOWHHKH - BUPTYaJIbHBIE MalueHTsl) [4].

ITpu >TOM pa3HbIe 00J1a CTH IPUMEHEHHS MOTYT BKIIOYATh
HCNOJNB30BaHME  MyJbTUMOJanbHbIX LLM,  kotopsle
00pabaThIBalOT, HAIPUMEP, TEKCT W u300paxenus [5,6].

Muorue wmenuuuHckue mnpumenenuss LLM  Bximrouaror
pacmupennsiii  mouck (RAG), KOTOpeIH HyXeH IS
obecrneuenust (pakruueckoir tounoctd [7]. Mogenu, npu
TaKOM HOJX0xe, HCIIOJIB3YIOTCS BMeECTe co
CIeLHaJN3UPOBAHHBIMI 0a3aMi 3HAHHH, YTO yMEHbIIAET
OMOKK M MOBBINIAET aKTYaJIbHOCTh M TOYHOCTh OTBETOB.
Ectp yxe um crnenmammupoBanHsle LLM wmomenn nms
menuuunel. Hanpumep, Med-PaLM ot Google [8], koTopsie
MPEACTaBIAOT co00il HacTpoiKy 0a30BbIX MoJeNed Uis
MeIUIMHCKOTO goMeHa. OAMH W3 KPUTEPHEB ISl TaKHX
LLM - nocTmkeHHE OKCHEPTHOTO  YpPOBHA  IIpH
MPOXO0XKICHUH CHeIHaTU3UP OBa HHBIX MEUIIMHCKHX
sk3ameHoB, tua USMLE [9].
KoHeuHo, Ha 3TOM IMYTH €CTh MHOKECTBO HE PEIICHHBIX
npobsiem. Hanpumep:
e Mopenu MOTYT TeHEpUpOBaTh yOEIUTEIbHYI0, HO
J0XHYI0 uHpOpMalMIO, co3gaBasi PHCKH s

3IpaBOOXpPaHECHUS.

e MoOeT OTCYTCTBOBATE IOBTOPSAEMOCTH BEIBOJOB

e Mogenn  MOTYyT OTpaXaTh W  yCHIUBATH
NPEB3ATOCTh, MPHUCYTCTBYIOMYI0 B 00ydYalOIINX
JTAHHBIX.

e BaxHubsM MOMEHTOM SBIISCTCS
KOHQUACHIMAIBHOCT M 9THKA, oOecrnedeHune

6e301a CHOCTH JaHHBIX.

B Hacrosmeil cratee Mbl
ucnosp3oBanuu LLM B HEBponoTum.

XOTHUM OCTAaHOBHUTHBCA Ha

OcHoBHBIE 001acTH IpUMeHeHHs B HeBposorun [10,11]:

Knunnueckas Z!OKyMeHTa[[I/ISI: PICKyCCTBeHHI)Iﬁ HUHTCIIIICKT,
paboTatomuii B pOHOBOM pEKNME, a HAJIM3UPYET Pa3rOBOPEHI

MaIlWeHTOB M Bpadyed, aBTOMATHYECKH TCHEPUPYS
CTPYKTYPHUPOBaHHbIC KIMHHYCCKHE 3aMETKH (MCTOPHUS
OoJie3nn, ¢u3HKaIbHOEC OOCIeOBaHME, aHAMHE3), YTO
3HAYHUTEITHLHO IKOHOMHUT BPEMSI.

JvarHOCTHKA M PaCCYXKICHUS!
e Jlomomp B nugdepeHanbHbIX
JUarHo3aX M JIOKAJIM3allM¥ HEBPOJIOTHYECKHX
3aboneBaHuUil.

CJIOKHBIX

e Anamms curHanoB OOI u uHTErpamus pa3THIHBIX
NaHHBIX 1751 Oojee OBICTPO AMATHOCTHUKA Ha
SKCIIEPTHOM YPOBHE.

KorunTupHas OIICHKA ! aBTOMAaTHU3al1sA OLICHKHU PE3yJIbTATOB
Heﬁponcnxonomqecm/lx TECTOB (Haan/IMep, 3az[aHm71 Ha
0enocTh pe‘m) U CO3JaHUC IUHAMHUYCCKHUX IpOorpamMm
KOTHUTHUBHOI'O TPCHUHIA.

HccnenoBaHus U OTKPBITHS:
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® AaHAJWU3 JUTCPATYPBI IJIsI MPOTHO3UPOBAHUA HOBBIX

HCﬁpO6HOJ’IOFH‘{CCKPIX OTKpBITPIfI, nHoraga
OPCBOCXOAAIINX BO3BMOXKHOCTH DKCIICPTOB.

® BLISABJICHHUC NangyucHTOB C BBICOKHUM PHUCKOM
HEBPOJOTHYICCKUX 3a001eBa HUI B OCTPBIX

COCTOSIHMAX (HaNpuMep, B OTAEIE€HUN HEOTI0XKHOM
TTIOMOTIIH).
Honnepkka NanMEeHTOB/OMEKYHOB: 4aT-00Thl Ha 0a3ze
LLM 175 oTBETOB Ha BOIIPOCHI, YIIPaBIEHUS JICUEHUEM U
OKa3a HUSI YMOIIUOHAIBHOH IO A PIKKH.

Ham Heu3BecTHBI MpUMEpPHl TAKOTO HCIOJIb30BaHUSI
(13bIKOBBIC MOJEIH B HEBPOJOTHH) HAa PYCCKOM SI3BIKE.
IpencraBiennasie npuMeps! oTHOCATCS K LLM), 00y4eHHBIX,
B OCHOBHOM, Ha aHIIOS3BIYHBIX MaTepuanax. [IpoGmema
HalMOHAJIBHBIX SI3BIKOB, HA CETOJHSAIIHHA JCHB, SBIACTCS
oOImieil ayisi BCceX IOMEHOB, a HE TOJIBKO I MEIMIIUHBI.
Bwmecte ¢ TeM, MIPUMEHHUTEIBHO K MEIUIMHE, HEOOXOIUMO
OTMETHTb, UTO 00yUYEHHUE, BO BCEX CTPAHAX, BEJCTCS HIMEHHO
Ha HaIMOHAJBbHOM S3BIKE, HA HEM K€ BCerna cHaloTcs U
pas3nuuHble 3k3aMeHbl. COOTBETCTBEHHO, HE BBI3BIBAET
COMHEHHsI TOT (haKT, YTO BO3MOJXKHbIe mpuMeHeHus LLM B
POCCHICKOW HEBPOJIOTHH JOJKHBI 0a3upoBaThCs Ha
pycckom s3pike. [loaToMy, OqHa M3 OCHOBHBIX LeEJel
IaHHOH CTATbM — OTO BBIIBUTh HCTOYHHMKH JdaHHBIX
(maTaceTsl), HAa KOTOPBIX 00ydYaduCh MOJOOHBIE MOJIENH,
YTOOBl OMPENEIUTh MOTOM HMX JOKAJIbHbIE aHAaJIOTU WIH
BO3MOIKHOCTH JIOKAJIM3a [[HH.

1. TIPUMEPLI UCTIOJIb3OBAHUS

Jns mosbimeHust 3(QGEKTUBHOCTH B KIMHHUYECKUX U
WCCIIEIOBATENbCKUX  YCIAOBHSX  ObIO  pa3paboTaHO
HECKOJIBKO CIIELMaIN3UPOBAHHBIX PELLICHHUMN:

Neura [12] - macmrabupyemoe, 0OBSICHUMOE PEIICHHE,
crenuanu3upylomeecs Ha  MOJENSAX C  JIMHEHHBIM
MOJICTTUPOBAHHUEM JISI CIIOKHBIX KIWHUYECKHX ciaydaeB. B
XO0JIe CIIEMbIX OLEHOK OHO MOKa3alio 3HAYHUTEIBHO Ooliee
BBICOKHE pe3yIbTaTHI, qeM HEBPOJIOTH, B
nuddepeHaTbHON M OKOHYATENBHOH AWarHocTHke. B
XO0JIe CJICTOW OICHKH, NMPOBEACHHOW Ha TISITH CIIOXHBIX
KIIMHAYECKUX CJy4asX B CpaBHEHWW C rpynmoi uz 13
HEBPOJIOTOB, cucTemMa Neura JOCTHINIa HOPMaJIH30Ba HHBIX
nokas3aTenen 86,17% B LICJIOM, 85% JUIsS
mupdepeHnaTbHON  gUarHoCTHKH u 88,24%  jmns
OoKoHYaTenbpHOro auarxHosa (55,11%, 46,15% u 70,93% nns
HEBpPOJIOTOB) C ObICTpbIM BpemeHem oTBera 28,8 u 19
cekyH (9 munyT ¥ 37,2 ceKyHIbl U 8§ MUHYT U 51 cexyHaa

JUIsL  HEBpOJIOTOB), TPH  3TOM  IOCIEI0BATEIBHO
NPEOCTaBIsIsl AKTyajbHYy0 M TOYHO ILHMTHPYEMYIO
HH(pOPMAIHIO.

Neura - 3To0 pemieHHe, UCTIONB3YIOLIEE AOHACTPOCHHYIO
(moo0yuennyo) LLM GPT-4 Turbo ot OpenAl. Kopmyc
3HAHMH 10 KIWHWYECKOW HeBpoJIoTHH (opMHpoBajcs Ha
OCHOBE BCEOOBEMIIOIINX Y4EOHHKOB 1Mo HeBposiorhu [13-
16], pasmena O  HEBPOJOTHYECKHX  PacCTPOMCTBAX
pykoBojcTBa kommnanun Merck [17] u Bukunenun [18].
Neuro-Copilot [19] -

YCOBCPIICHCTBOBAHHAA CHCTEMA,

UCTIONIb3yeMasi B OTHCJICHUAX HEOTIOKHOW MOMOLIM JJIst
BEISIBIICHHS TaIUEHTOB BBICOKOTO pucka. OHa MHTErpUPYET
HECTPYKTYPHUPOBaHHbBIE JlaHHBIE 9JIEKTPOHHBIX
MEIUIMHCKAX KapT IJIs TPUHATHS BaXKHBIX PEHICHHH O
TOCIIUTAJIN3A U K BBITTUCKE.

ABTOpBI OTMEUAIOT, YTO B HEBPOJOTUHU (WU BOOOIIC B
METUIIHHE ) TPWIOKCHAS uy, Kak IpaBuIIo,
KOHIICHTPUPYIOTCS HAa KOHKPETHBIX HEBPOJIOTHYCCKHX
3aboneBanusix [20], wacTo wH3-3a Omopel Ha TIyOOKOE
o0yd4eHne, KOTopoe TpedyeT OONIBINX 00BEMOB J1a HHBIX JIS

JIOCTHXKEHUS aJeKBAaTHOW  NPOU3BOJAMUTEIBHOCTH B
KOHKpEeTHO#W mpobOieMHoli obmactu. CrnemoBaTenbHO,
uccinenoBanuss pemenudt WU, xoTopele 3aTparuBaroT

MHOXECTBO KPHUTHYECKMX TOYCK IPUHATHUS pEIICHHH B
OTHEICHUM HEOTIOXHOW MOMOINM WIM MpenIararor
BCECTOPOHHIOID MOJAEPXKKY M IIHPOKOTO CIEKTpa
HEBPOJOTHYECKUX COCTOSHHN, OCTAIOTCA OTPaHHYCHHBIMU.
B oTolf cBA3M mpedmonaraercs, YTO KIIOYEBBIE TOYKH
NPUHATHS ~PEUICHHH TIpH BEACHHH HEBPOJOTHYECCKHX
CIy4aeB B OTAEICHHM HEOTIOXHOH IOMOIINM MOTYT OBITH
3(hPEeKTUBHO ONTHMHU3NPOBAHEI 32 CIET COUECTAHIS OOJIBIINX
s3BIKOBEIX Mojenei (LLM) m TpaIumumoHHBIX Mojemneit
MammHHOTO 00y4yeHms (ML). C osroiff mensio M ObLI
npemioxkern  Neuro-Copilot - ancambieBass crpykrypa,
pa3paboTaHHas IJIs NPEJOCTABICHUS TOYHOM, KOHTEKCTHO -
OPHMCHTHPOBAHHOW  MOANEPKKHA  HPHHATHA  PELICHUI
HEBpOJIOTaM ¥ TpyNIaM COPTHPOBKH B OTICICHUU
HEOTJIO)KHOW IMOMOINYM, MOMOTass B TaKUX KPUTHYECKH
Ba)XKHBIX  3aJayaX, KaK IPUHATHE  pCELICHHA O
TOCIHTAJIM3a K UK BBIMKACKE Ia IUCHTA .

ABTOpBI cUCTeMBI pa3paboTanu 3Ty aHCaMOJIEBYIO
CTPYKTYPY, HCTIONB3Y s Bo3MokHocTH LLM Gemini 1.5-pro-
002. Mogenp OblTa YCOBEPUIICHCTBOBAHA C IOMOIIBIO
MIPOEKTUPOBAHUS MOJCKA30K M TEHEPALUH C pacCIIUPEHUEM
moucka (RAG). IlporHocTHYEckoe MOJETHPOBAHUE OBLIO
JOCTHTHYTO IIyTeM OOBEIMHEHHS alroputMa eXtreme
Gradient Boosting (XGBoost) u jorucTudeckoit perpeccun
JUISL  ONTHMAaJbHOH TOYHOCTH TPHHATHS KIMHAYCCKHAX
peLICHUH.

Mopnens BHIIONHSIA [Be OCHOBHBIE QyHKmuu: (1)
MpeIOoCTaBICHAE YHCIOBBIX OmeHoK (1-7 s oOmei
BEPOSTHOCTH MOJIOXUTENbHOro otBera u 1-100 nus
NIPOTHO3UpOBaHUs cMmepTHocTH, rae 100 osnauaer 100%
BEPOSTHOCTH CMEPTH B TEYCHHE 3aJaHHOTO IIepuona
BpeMeHHU) U (2) reHepalus NMEepeBelICHHBIX Ha a HIJTUHCKUN
SI3BIK CBOJHBIX JaHHBIX C PEKOMCHIYEMBIMH JaJIbHEHIINMU
NEeHCTBUSIMU. Bxonnrie IaHHBIE BKJIIOYAaJIH KakK
CTPYKTYpHUPOBaHHbIC, TaK ¥ HECTPYKTYpUPOBaHHEIC
JaHHBIE, W3BICYECHHBIE U3 D3IEKTPOHHBIX MEIHLIUHCKUX
KapT, B TOM 4YHCIE, PE3yNbTaThl HEBPOJIOIUIECKOTO
obcnenoBaHwUA, HUCTOPHIO 6one3Hu MaINeHTa,
PEHTTCHOIOTHYICCKHE J1a HHBIC M Pe3yJIbTaThl JIa00paTOPHBIX
UCCIIe10BaHUI

WnuTepecHas unes - 1 NoBblIeHUs HajexHocTtu LLM
3amycKalcs IATH pa3 I KaXIOoTo 3aIpoca, IPH 3TOM
HWTOTOBBIM YHCIOBOH TIOKa3aTelIb PAaCCUUTHIBAJICS Kak
cpemHee  3Ha4YEHWE  OTHX  3aMyCKOB, a  IEPBBIA
CTCHCPUPOBAHHEIH TEKCTOBBIM OTBET COXpAHsUICA IS
TTOCIIEIYFOIIETO aHATU3a .

ApXUTEKTypa CHCTEMBI IIPE/ICTaBICHA HA PUCYHKE 1 .

BreBon LLM wncnonp3oBaics manee s JIOTHCTHYECKOH
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perpeccuu BMeCTe ¢ TaOIUIHBIMU J1a HHBIMH.

1.5 pro) &
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Puc. 1. Apxurexrypa Neuro-Copilot [19].

Brinu oreHEeHbI KITI0YEBbIe KIMHUYCCKHE HUCXOJbBI, TAKHE
KaK rOCIHATATU3AIHA U CMEPTHOCTh. Clly4aiiHa s BRIOOpKa 13
100 ciryyaer ObTa MpoaHAaTU3UPOBaAHA TPEMs OIBITHBIMH
HEBPOJIOTAMHU Il OLIEHKU COOTBETCTBUS NporHozoB MU
9KCIEPTHOM KIMHUYECKON OLICHKE.

Hannple nns oOyuenus: 1368 mociaeaoBaTenbHBIX
ciaydaeB U3 OTAENEHHUs HEOTI0XHON momouy. U3 Hux 1118
ciaydaes COCTaBWJIM  OOydaromylo  BBIOOPKY, a
(buKcUpoBaHHASI KOHTPOJIbHAS TECTOBA S BBIOOPKA COCTOSIIA
u3 250 cirygaes «a1oJpoOHON KOTOPTEIY, CoAepxKaImX Ooee
MoApoOHBIE aHHOTAIMU, KOTOPBIE UCTIONB30BAIUCH TOJIBKO
nns  oueHkn. KiuHudeckas uWHPOpPMAanus HU3BIEKAJIACh
€IMHOOOPa3HO C MOMOIMIBIO AIEKTPOHHON CUCTEMBI MOUCKA
3amuceil, CmoCOOHOW TMONYYHTh JOCTYH KO  BCEM
KIMHIYECKAM U J1a0opaTOpHBIM pe3yibTaTaM. [Ipu cbope
JNIaHHBIX BBISIBIJIM BCEX IANMEHTOB, KOTOPBIC MPOILIH
HEBPOJIOTHYECKY O KOHCYJIBTaIUIO B OT/ACIICHUN
HEOTIIOKHOW ToMonm ¢ stHBaps mo ¢espans 2024 rona.
Kputepnn BKITIOYCHHS BKIIOYANH IAIEHTOB ctapmie 18
JeT ¢ aHaMHe30M 3a0oneBaHuI. Kpurepunm HCKIIOYCHUS
BKJIIOYAJIM MalueHTOB miaime 18 jer. OTMeTHM, U4TO BCe
MalUeHThl OBUTH M3 OJHOTO W TOTO € METUIIMHCKOTO
YUYpEXKIEHUs (3TO K BOIPOCY O BO3MOXKHOM CMEIIECHUH).

PesynbTaThl: OBLIM PETPOCHEKTUBHO MPOAHAIU3UPOBA HBI
1368 HOCJIeI0BATEIbHBIX alueHToB OTEJIEHUS
HEOTJIOKHOM MOMOIIH, KOTOPBIE MPOILIN HEBPOJIOTHUECKY IO
KOHCYJIPTALIMIO, OLIEHHWBASl UX KIWHUYECKHE OCOOEHHOCTH,
JNIUATHOCTHYECKHE TEeCThl M HCXOABl TOCIUTAIH3AIHNH.
[lanueHTsl, MNOCTYNMBLIME B OTHEJIECHHE HEOTIIOXKHOU
MOMOIY, KaK MpaBWIO, OBUIM CTapIie W HMeIH Oonee
BBICOKHE TIOKa3aTelId CMEPTHOCTH, Oojiee KOPOTKUE
HMHTEpBaJIbl 10 HEBPOJIOTHYECKOTO oOcCienoBaHus U Oonee
BBICOKYIO YaCTOTy OCTPOTO HHCYJbTa IO CpPaBHEHHIO C
BEINICaHHBIMU MallMeHTaMu. B X0/1e 0CHOBHOTO aHaau3a (n
= 250) Helpo-MoaeNb HUCKycCTBeHHOTO uHTeiuiekra (M)
MIPOJICMOHCTPHPOBaIa 3HAYUMBIC noKa3aTenu
3¢ eKTHBHOCTH, TOCTHTHYB InTomanu nox kpusoit (AUC)
0,88 111 MPOrHO3UPOBAHMS TOCHUTAIM3ALUN B LEJIOM IO

cpaBHEeHHIO ¢ pakTHdeckumu pesyiasratamu, AUC 0,86 mis
TOCTIUTAJIN3a1[Mi B HEBpoJoruueckoe otaenenue, 0,93 mus
OIIGHKH PHCKa JOJTOCPOYHOH CMEPTHOCTH M | JUISI OLIEHKH
pHCKa CMEPTHOCTH B TeueHue 48 gacosl. [IporHo3sI HElipo-

moaenun WM mokaszanu  CWIBHYIO  KOppEAUI0 C
KOHCEHCYCOM  9KCMepTOB  (KOI(POUIMEHT  KOpPesIiu
Impcona 0,79, p < 0,001), uro yka3pIBaeT Ha ee
CIIOCOOHOCTD obecreunBaTh MOCIIEA0BATEIBHY IO

NOAACPIKKY B YCIOBHAX PACXOAAIUXCA KIMHUYCCKUX

MHEHUH.
PazpaboranHble  aBTOpamu
2

JOCTYIHBI IJIS1 U3YyYCHUA”.

MOACKa3K:  (TIPOMIITHI)

OO0BEM HaydHOH TUTEPaATYyPBl SKCIOHEHIIMAJIBHO PaCTET.
Onna w3 mpoOieM It yu€HBIX — yCIEBaTh 32 Pa3BUTHEM
coObiTuii. OmHUM W3 pelleHuil SABISeTCS MOAXOJ,
OCHOBaHHBIH Ha B3aMMOJCHCTBUY YETIOBEKA M MaINHEI, IIPH
KOTOPOM YUYEHBIE B3aMMOJCHCTBYIOT C OoOmmpHON 0a30if
3HaHUN HEHPOOHWOIOTHUECKOW JIMTEepaTyphl, Ha3bIBaeMOM
BrainGPT. BrainGPT oOydeHa pacno3HaBaTh
3aKOHOMEPHOCTH  IaHHBIX B  HEHpoOMOJIOTHYECKOH
JTUTEPATYPE, UCIIONB3YSI TIOCIEAHUE JOCTHKEHHS B 00J1aCTH
MaIIMHHOTO 00YYEeHUS ISl MOZEIeH O0NBIINX A3BIKOB.

BrainGPT ¢yHKUIHOHMpYET KaK TeHEepaTHUBHAsI MOJEIb
HAay4YHOH  JIUTEpaTyphl, TMO3BOJISSL  MCCIENOBaTENsIM
npeasiaraTh MiaHbl UCCIAEAOBAHUN B Ka4eCTBE MOJCKA30K,
Ha oOcHOBe KoTopelx BrainGPT Oynmer reHepupoBaTh
BEpPOSITHBIE  3aKOHOMEPHOCTH JAaHHBIX, OTpajkaolue
TEeKylIUi aHaJIU3 Hay4YHOU JIUTepaTypbl. MOAEIUCTEI MOTY T
ucoik308aTh BrainGPT mig oLeHKM CBOMX MOJIENEH Ha
OCHOBE O00IIero TOHHMAaHHSA NPEAMETHOH 00JacTu
(HampuMep, MTHOBEHHBIM MeTaaHanu3). BrainGPT moxer

!AUC mnoxasbiBaer, HACKOIBKO XOPOIIO MOJEIb OTIHYACT
M10JI0KUTEIBHBIE TPUMEpPBI OT OTpULIAaTeIbHBIX: 3Hauenne ot0 1o 1,rpe 1 -
uneanspHas monenp, 0.5 - cinyuaiiHoe yraabBaHue, a 0 - Hauxyjamas
Moaenb. AUC - 5T0 BEpOSTHOCTb, YTO MOIENb IIPHCBOUT OOJIE € BBICO KH it
0amn ciydailHO BBIOpDAaHHOMY IOJIOXKUTEIBHOMY IIPHMEPY, 4YeM
oTpunaTenabHOMy. Yem Gimmke K 1, TeM JTydIne Mo JIeIb Pas3aeser KIac Chl;

3naueHus 0.7-0.8 cuurarorcs npuemaeMbMy, a >0.9 - BEIIaIOIIMHUCS.
2 https://www.mdpi.com/article/10.3390/jcm14176333/s1
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MOMOYb BBISIBUTH aHOMAaJIbHBIC PE3yJbTaThl, OyIb TO
yKa3bIBaIOIIIE Ha IPOPBIB MIIN COJEPIKAIIUE OMHOKY.

Baxno oTmeTuth, uTo BrainGPT He pesroMmupyeT cTaThul
HE OCYIIECTBISAET NMOUCK cTaTel. B Takux ciyyasx moxenu,
UCTIONB3YIONINE OOIIMPHBIC SI3BIKOBBIC CPEICTBA, YacTo
npuberarT K KOH(aOyIsAIHU, 4TO IMOTCHIMAIBEHO BPEITHO.
Bmecto atoro BrainGPT o00benuHsAET CyIIECTBYIONIUE
3HAHUS, CJIMIIKOM OOWIMpHBIE JUISL  YeJIOBEYECKOTO
MOHUMAHUsL, YTOOBI OMOYB JIFOJSIM PaCIIUPSITH HAyYHBIC
TOPU30HTBHI.

B cBoeit cratbe B Nature, KkoJIEKTHB aBTOPOB,
BO3MIaBIsgeMblii podeccopom Xiaoliang Luod, ormeuaer,
9TO BONPOC, MOTYT JH OONBIIHE SA3BIKOBBIE MOJEINH,
oOy4eHHBIE Ha OOIEM TEKCTe M HAaYYHBIX CTaThsX,
IPEACKAa3bIBATh PE3YJNbTAThl JKCIEPUMEHTOB, OCTAETC
oTKpHITEIM. Ecmm 0w mpenckasanms LLM mpeBocxonnnm
IpeACKa3aHUs SKCIEPTOB-IIONEH, HayuHas INpakTUKa U
TEMIIBl OTKPHITHH paAWKaIbHO H3MEHHINCH OBI. ABTOPHI

paccMaTpHBalOT ~ 3TOT  BOIPOC  NPUMEHHTENBHO K
HeiipoOwomornu, KoTopas  sABIseTcd  OOMMPHOW M
MEXIUCIUIUIMHAPHOW ~ oOnacthlo.  OTMmedaercs, 4TO

IpelCcKa3aHue B HEHPOOHOTIOTHM JOJKHO NPEACTaBIATH
co00if CIOXHYIO 3aJady [Uid SKCIEPTOB-IIOACH 10
HECKOJBKUM MPUYUHAM:

(1) 4yacTo CymEeCTBYIOT TBHICSYM PENEBAHTHBIX HAYUYHBIX
cTaTel,

(2) oTnenbHOE UCCIEAOBaAHUE MOXKET OBITH IIIyMHBIM HIIH
HEHaJIe)KHBIM U MOXKET He BOCIIPOU3BOAUTHCS,

(3) HeilipoOuonoruss — 3TO MHOTOYpOBHEBasi 00JacTh
UCCIIeJIOBaHUH, OXBaTHIBAIOIIASL MOBECHHE u
MOJIEKYIIpHBIC MeXa HU3MBI,

(4) meTtonmel aHammM3a pPa3HOOOpasHBl M MOTYT OBITH
CIIOKHBIMH,

(5) xak W HCTIONB3yeMBIE METOMABI, KOTOPHIE BKIIOYAIOT
pa3nuYHBIC METOJBI BH3yaW3alMH MO3Tra, MCCIIeI0BaHUSA
MOopa’keHNH, TCHHYI0 MOAM(HKAINIO, (hapMaKOIOTHIECKUE
BMEIIaTEIbCTBA M TAK J1aJIee.

BONBIMMHCTBO MEIUIIMHCKHX OCHYMapKOB OIICHHBAIOT
crocoOHocTh LLM Kk wu3BIcueHHIO 0a30BBIX 3HAHUH H
paccyXIeHHUsM, KOTOpBIe, KaK IPaBHIIO, OPHEHTHPOBA HBI HA
npouuioe. ITH OCHYMapKH CTPYKTYpHUPOBaHBI B (opMaTe
BOIIPOCOB W OTBETOB, TA€  MOJEIH  JOJIKHBI
MPOJEMOHCTPUPOBATh OOIIMPHBIC 3HAHHS O MHpPE, H3BICYb
COOTBETCTBYIOLIYI0O HHOOPMALUIO HAa OCHOBE KOHTEKCTA
BOTIpOCA U AaTh NpPaBHIBHBINA OTBeT. OMHAKO HU OJMH M3
9TUX OEHUMAPKOB HE MOAXOAMT IJIs OLUEHKH CIOCOOHOCTH
MoOJieJIel IIPOrHO3UPOBATH HOBBIE PE3YJIbTAThL, UTO II0 CBOEH
CyTH OpUEHTHPOBAHO Ha Oyymee.

OpueHTanysi Ha  [OPOUUIOE — 3TO  HW3BJICYCHHE
(BcmomuHaHUe) (akTHueckod wHPopmarmu. Hampuwmep,
CTyIEHT BCIIOMHHAae€T O TMpHU3HAKaX  KaKoro-muodo
3aboneBanns. CyImECTBYIOIIAE KPHUTEPUU OICHKH B
HaYYHBIX 00JIACTAX MO CYTH SBISIOTCS OTJISIBIBA FOIIIAMHU CSI
Ha3aJ, IMOCKOJbKY OHH JeNaloT YIOp Ha W3BJICUYCHHE
OOMIETPUHATHIX (HaKTOB JUISI PEIICHUS 3a1a4, TPeOYIOmuX

® Department of Experimental Psychology, University College London,
London, UK

OTBETAa Ha BOIPOCH U paccyxieHuil. Kpurepuu oueHkuy,

OPHEHTUPOBAa HHbIE Ha Oynmyee, IpeAnoaaraloT
NIPOTHO3UPOBAaHUE HOBBIX PE3YJIBTATOB HA OCHOBE MPOILIBIX
JIaHHBIX. MoryT IIPUCYTCTBOBAaTh  JIBE (hopmbI

HEOTIPEICTICHHOCTH: ajeaTopuyeckast (M3-3a MPHUCYIICH
CIIy4a#HOCTH) ¥ OJIHUCTeMHYeckast (M3-3a HeJOCTaTKa
3HaHMi). Hampumep, OoJenpOMK NpeacKasbIBaeT, Kakas
KOMaHIa BBIUTPAET, OCHOBBIBASICh Ha CBOMX 3HAHUSAX 00
UIpOKax, UX WIPE O HACTOALIET0O MOMEHTA U TakK Jaliee.
Taxxke OynyT NPUCYTCTBOBATH NPHUCYIIUE CIydaiiHbIC
(aKTOpBI, TAKKE KaK [TOTOJA, OIMUOKU CyIeH | T.1.

B pa6ore [22] u mpencrasnen pa3paboTaHHBIN MOIX0]
U s TpoBepku crocobHoctu LLM mporHo3upoBaTh
pe3yIbTaThI HEHPOOHOIOTHY €CKUX HCCIIeI0BaHUM,
noxyuuBimil HasBauue BrainBench (puc. 2). LLM npouutu
obmmpHOe oOydeHHE HAa HAyYHOHU JIUTepaType, BKIIOUAS
Helipobuonoruto. BrainBench onenuBaer, Hackonpko LLM
ynoBunu (yHAaMEHTAIbHBIC 3aKOHOMEPHOCTH METOJOB H
pe3yIbTaToB, JIexkKa e B OCHOBE CTPYKTYpBI
Helipobuonornn. Moryt nmu LLM mnpeB3oHTH 3KCHEpTOB-
mAel B 3TOM ImepcrnekTuBHOM Tecte? B wacrHOCTH,
BrainBench omeHmBaer, HACKOJIBKO XOPOIIO HCITBITYEMBIH
MOJKET IPOTHO3UPOBATH PE3yIbTATHl HEHPOOHOIOTHIECKHX
UCCIIEIOBaHUIl HAa OCHOBE METOMAOB, IPEICTaBIAA [BE
BEPCUM AaHHOTAIMM M3 HEAaBHEHW >KypHAJIbHOW CTaTbHU.

3ajgaya  HCHOBITYyEMOTO —  TMpEJCKa3aTh  pe3yJsbTaT
UCCIICIOBAHUS, BBIOMpas MEXKIy OPUTHHAIBHOH |
U3MEHEHHOM BEpCHUEH. WNsmeHnenHas aHHOTA LU

CYILIECTBEHHO MEHSET pe3yJbTaT MCCIEAOBaHUS, COXPaHsIs
IIPY 3TOM OOLIYIO COTJIACOBAHHOCTb.

TecroBeie mpumepsl BrainBench 6butn B3sTHI U3
HeIaBHHUX aHHOTaLMH K crathsaM B Journal of Neuroscience
o MATH obmactam HEHpOHAYKH:
MOBEICHUECKA I/ KOTHUTHBHA 51, CHCTEMHA sI/CXEMHas,
HelipoOuoorus 3a60eBaHNH, KIETOYHA SI/MOJIEKYISIpHA St U
SMOPHOHAIHHA S/ TNTACTUIHOCTH/BOCCTAHOBIICHHE.

Y4acTHUKH TECTHPOBaHUS BEIOHMpaITH MEXIY
OpPUTHHAJBHOW aHHOTAIMell W W3MEHEHHOW BepcHueHn,
CYIIECTBEHHO HW3MEHHBINCH pe3yibTaT NPU COXpPaHCHHU
COTJIIaCOBaHHOCTH. JkcmepraM u Mmoxaemsim LLM 6Gwuio
MOPYYEHO BHIOPATH MPaBHIBHBIA (TO €CTh OPUTHHAIBHBIN)
BapHUaHT U3 IBYX MPETOKEHHBIX . DKCIIEPTHI e i BBIOO P
U OIIEHHWBAJM CBOIO YBEPEHHOCTh W KOMIIETEHTHOCTH B
ounaiH-ornpoce. Mogenu LLM  ouneHuBanmuch Kak
BHIOpABIINE aHHOTAIMIO C MCHbBIICH CTENCHBIO CII0KHOCTH
(To ecTb, TEKCTOBBIM (parMeHT, KOTOPBIA ObLT MeHee
HEOXKUIAHHBIM 1 MOJENH), a WX YyBEPEHHOCTh ObLIa
MPOTIOPLUMOHATIbHA PA3HUIIE B CTETICHH CIOKHOCTU MEXITY
JIByMsl BapHaHTaMH.

To, wuro sBEgercd TrajUlIOLNMHALME B 3ajauax,
OpHEHTHPOBaHHBIX ~ Ha  mpouwioe  [23],  sBusiercs
o0o0menneM  wmiIM  Ipencka3’aHMEM B 3ajauax,

OpHEHTHPOBaHHBIX Ha Oyaymee. BrainBench mossonser
KOJIMYECTBEHHO OIIGHUTh  ITY CHOCOOHOCTB K
MIPOTHO3UPOBAHHUIO I CPAaBHUTH PE3yIBTATHI C Pe3yIbTaTaMU
9KCIIEPTOB.
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Forward-looking evaluation

Abstract ‘Chooses A’
Background L B Confidence
Neuroscientists
Method -5 Expertise
/ \ Perplexity(A) = 1.459 @
Finding A Finding B Perplexity(B) =2.173 |

(original) (alternative)

Puc. 2. BrainBench [22]

B rtakoii mocranoBke, LLM 3HadyuTensHO mpeB30mUTH
skcrieptoB B BrainBench, wu »sro mpeumyectso
YBENIMYMIIOCh, KOTJa OBLIO TNPOBENCHO IOTOJHHUTEIBHOE
oOyuenne 6a3oBoit LLM B obGmactu HelipoHayK, KOTOpOe
aBTOpPHI ¥ Ha3Bau «BrainGPTy.

IMpenBaputenpHo oOydenHbie LLM MoryT ciyxuth
OCHOBOHM I JmajpHeWmero oOy4deHHs B o00iacTa
HEHPOHAYKH C MLEJIBIO MOBBIIMICHUS MPOU3BOIUTEIBHOCTH,
olleHuBaeMoii ¢ nomoiisio BrainBench. B nannom nmpumepe
aBTOPbI MCIONB30BaIU 1000yueHue mo merony LORA [24]
st 6azosoit LLM, Mistral-7B-v0.1. LoRA sddekrusHo
paciupser
Mojeneil 00y4eHHsT 32 CYET BBEACHUS B CYLICCTBYOLIYIO
Mozenb  oOydaeMmblX  IapaMeTpoB  HHU3KOIO  paHra
(Ha3pIBa€MBIX «@JaNTepaMu»). DTOT MPOIECC IMO3BOJISET
s¢dexTHBHO  KOpabaTHBATE MOJENb IS PEHICHUS
nmocienyomux 3anad 06e3 HEeoOXOAMMOCTH YpPEe3MEpPHO
pecypcoemMkoro o0yueHust Bceit monenu. B naHHoOM ciiydae

BO3MOJKHOCTH  YHHUBEPCAJBbHBIX JIMHEUHBIX

aBTOPBI BBIOJHWIM TOHKYI HacTpoiiky Mistral-7B-v0.1,
ncnoyib3yst Oonee 1,3 MuwuIHapaa TOKSHOB M3 Iy OIHKa M
1o HeilpoHayke, oxBaThiBatoumx 100 KypHaIOB B IEPUO T C
2002 mo 2022 rox (332,807 aunoranuii u 123,085 morHbIx
crareif), 4TO yIy4IIHIO MPOU3BOAUTENBHOCTE BrainBench
Ha 3%.

ITockonbKy TecTOBBI naTaceT, B JaHHOM CiIydae, 3TO
OpHUIMHAJNFHBIE W MOIM(UIMPOBAHHBIC CTATBH, TO IS
CO3JaHUs TECTOBBIX IPUMEPOB, MOAHDHIUPOBAIKCEH (C
[OMOILLIO 9KCIIEPTOB u/vnu LLM ChatGPT)
onybOnukoBaHHbIE paboTH. MoaupuuupoBaHHAS BepCHUs
CYIIECTBEHHO HW3MEHHWIIA pe3yJbTaThl, HE 3aTparuBas
METOABl M KOHTEKCT. bbulM BHECEHBI MHHHMAIJIbHbBIE
U3MEHEHHs, KOTOphle MOBIUSIIM Ha OCHOBHON pe3yibTar.
Hanpuwmep, MoaudunupoBaHHBIH BapHaHT IO CPaBHEHUIO C
OPHUTHWHAJIOM MOT IIOMEHATh MECTaMHU POJIU IBYX 00JsacTeif
MO3ra B pe3yJbTaTax, H3MCHHUThH HallpaBIEHHE pe3ynbTaTa
(mampumep, 3aMEHUTH «yMEHBIIIA eTCS» Ha
«yBeNWUYUBAETCS») W Tak jnanee. JioOble W3MEHEHUs
COXpaHsIM COTIAaCOBAaHHOCTH pedeparTa, YTO HHOTAA
TpebOoBaI0 HECKONBKMX H3MEHEHHH (HampuMmep, 3aMeHa

PPL(B) }—{ PPL(A) || Confidence

HECKOJBKHX  «YMEHBIIAETCS» HA  «yBEIUYHBACTCS»).
Jpyramu  cioBaMu, MOAMQUIIMPOBaHHBIE  pedepaTh
JOJDKHBI OBITM OBITH SMIMPUYECKH pas3HBIMH, HO He
JIOTHYECKH NpoTHBOpeunBbIMA. 1 nobposomsmam, n GPT-4
OBUTH JaHBI MHCTPYKIHH, COOTBETCTBYIOIIME YKa3aHHBIM
BBIIIIE OCHOBHBIM KPUTEPHUAM. B cTaThe mpuBOIUTCS TOUHAS
IoicKa3ka (IIPOMMT) JUTSk MO I (UKA [THH .

Becs kon, cBs3aHHBIN ¢ maHHOW paboOTON, JOCTYIEH Ha
GitHub*. Beca u TpeHHpOBOYHBIE AAHHBIE JOCTYIHBI Ha

HuggingFace®.

Ha pucynke 3 [25] npezacraBieHsl 5 0CHOBHBIX o0yiacTei
MPUMEHEHUS] TeHePAaTHUBHBIX MOJEJel B HEBPOJOTUH. DTH
00J1acTH MOTYT OBITh CUCTEMAaTUUECKH CTPYTIIITUPOBA HBI B

e HeipoBHU3yaaH3aIuio u 06paboTKy 1aHHBIX,

e pHTEP(ENCH MO3T-KOMITBIOTEP

® TEHOMHOE MOJEINpPOBaHHE

® KIMHUYECKHE NPUI0KECHUS

e JIpyrue paccTpoicTBa rOJOBHOIO MO3ra
Otu TIPUIIOKEHHS HCIIOJIB3YIOT CHOCOOHOCTH
KpynHoMmaciuTaOHeIX  Mogmeneir WU pacmmdpoBbBaTH
CJIOKHBIE HEHPOHHBIE MAaTTEPHBI W BBIABIATH JIEXKAIIUE B
OCHOBE 3aKOHBI OpTraHU3A NN U (PyHKIMOHUPOBAaHHSI MO3Ta.

Ka>xgas rpynma ucnonbs3yeT pa3inuuHble apXUTEKTyPBl U
METOABI, HAa4MHAsl OT IPEIBAPUTEIBHOTO OOyYeHHS C
HCIONB30BAHMEM  0a30BBIX  MOJAENeH  HAa  OCHOBE
MyJbTUMOAATBHBIX ~HEHPOHHBIX JAaHHBIX JO TOHKOH
HaCTPOIKH C MOMOIIBI0 MHTEPIPETHUPYEMBIX (PpeiiMBOPKOB
W pemIeHHs KOHKPETHBIX 3a/a4 HeHpOOMOIOTHISCKUX
HUCCIIEIOBAHUM M KIMHUYECKOW TPAKTHUKU. OTH METOJbI
CO3MAIOT BBIUHCIUTEIBHYI0O OCHOBY M ITOHUMaHHUS
HEHPOHHBIX MEXaHH3MOB W IIO3BOJISIIOT NMPHMEHATH HX B
QUaTHOCTHKE, Tepalud W  HEHPOTEXHOJOTHAX B
71a00paTOPHBIX U KIMHAYECKHUX TPIT0KECHISX.

DT0T cBexuid (okTAOpH 2025) 0030p comepkuT 55+
MpUMEpoOB  ucmonw3oBanus LLM B HeBposoruwm.

* https://github.com/braingpt-lovelab/BrainBench
® https://huggingface.co/BrainGPT 181
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Puc.3 ba3oBble Moaesu B HeBpoJoruu [25]. cran MEPBBIM aJTOPUTMOM o HAIIpaBJIECHHUIO
«Mmemuyeckuit HHCYJIBT» B MOCKOBCKOM 3KCIIEPUMEHTE 10
Ecau ocTraHOBUTHCS Ha WCMOJB3YEMBIX apXUTEKTypax, TO, NPUMEHEHHIO  KOMIIBIOTEPHOTO  3pE€HHs B  JIyUeBOH
MpakTHYEeCKH Be3lle, OTO TOHKas HacTpoika O0a30BBIX  JUATHOCTHKE. B paMkaX 3TOTO e OJKCIIEpUMEHTa OBLI
Mojenei. B Tpex ciydasx ucnons3oBancsi mongxonc RAGm  co3maH M OTKPBITHIH  JgaTaceT 10  KOMITBIOTEPHOI
JIBaXJIbl — MHTETpanus rpa da 3Ha HUH. TOMOTpa ()UK TOITOBHOTO Mo3rall,
111 IATACETBI V 3AKJIIIOYEHUE
Ecnu roBoputh 00 MCHONB30BaHHBIX JaTaceTax, TO IO
0030py [25] MOXHO cHaenaTh CIEAYIOIIHE 3aKITFOYCHHS. CrenuanusupoBaHHBIE  MOJENH, Takue Kak Neura,

Hcnonb3yrores:

e [lyGunuunble nartacersl. Hampumep, KoJutekims
OTKPHITHIX JaTaCETOB IO Heliponaykam®. Mx
JIOBOJIBHO MHOTO, HanpuMmep, o
snexTposHnedanorpammam’ unu MRIS,

e MeaunuHCKUE KapThl (MCTOpHUH O0JIe3HEH)

¢ Y4eOHHUKH IO HEBPOJIOTHU

e OOpa3oBaTelbHbIE pPECypChl IO HEBPOJOTHH.
Panee ymomuHaics, HalpuMep, CIPaBOYHHK
Merck

e JlurepaTypa o uesposoruu. PubMed

e Heiipoxupypruueckuiiatiac [26]

e OuroJsioruu Heiiponayk®

e Onucanus KIMHUYECKUX HCIbITaHKI [28]

3/1ech HY)KHO OTMETHTb, YTO MHCCIIEAOBaTelIH B
Poccuiickoli ¢emepanuu MMEIOT XOPOMIYyI0 3KCIEPTH3Y B
001acTH aHATH3a MeJUIUHCKHUX n300pasxenuid. Cepsuc «KT
ronoeroro mosra»'’ ma Ga3ze MCKYCCTBEHHOTO MHTEIIEKTA
nn, pa3paboTaHHBII comecTHO  JlaBopartopueit
HCKyccTBeHHOTO wmHTennekra CoOepbanka m CoepMenll,

¢ https://github.com/openlists/Electrophysiology Data
7 https://github.com/meagmohit/EEG-Datasets

8 https://openneuro.org/

® https://scicrunch.org/scicrunch/interlex/dashboard
19 https://shermed.ai/our-algorithms/ct-stroke

MMOKa3ajl BBICOKUEC PE3yJIbTAThI
CIIy4aes, 1a)Ke IPEB30H/s rPYIINbl HEBPOJIOTOB IO CKOPOCTH
U TOYHOCTH BBIIIOJHEHHS OMPEICICHHBIX 32 1a4.

Io-mpexxHeMy, CYLIECTBYIOT ONACEHHs MO MOBOLY
HAJCKHOCTH,  NPUCYHIEW  MOACISAM  TMPEAB3SITOCTH,
MOTCHIUATFHOTO ycyryOaeHus HEpaBCHCTBA B
3IpaBOOXpaHCHUH u OTPaHUYECHHOTO HUCTHHHOTO
KJIMHAYECKOTO MBIIUICHHUS (Ta ITFOIMHA LIAH).

I'ubpunHele MOAXOMBI, COYETAIOUIME MOIIHBIC OOIIHe
S3BIKOBBIC MOJICTH MAaIIMHHOTO OOYYeHHsS C TIIATEIBHO
0TOOpaHHBIMH MEAMLIUHCKAMA 0a3aMH JaHHBIX (TeHepalus
¢ pacumpeHHbIM TouckoM - RAG), okasbiBaroTcs Oosee
3(heKTUBHBIMH, YeM aBTOHOMHBIE MOJICIIH, C TOYKH 3pCHUS

B aHaJM3€ CIOXHBIX

(aKTHIECKO TOYHOCTH B KIIMHHYCCKHUX yCIOBUAX. B wactn
HAJIMIHS UCXOJHBIX JaHHBIX IS TOOOYy4YeHHs (HACTPOIHKH)
6a30BBIX MoJienen HCTIONB3YIOTCS  pa3MeueHHBIe
MEIWIMHCKAE KapTHl, a TaKKe HAayYHbIC ITyOJIMKAIIHH.
Takne WCTOYHUKHM JOCTYNHBI Ha HAaIIMOHAIBHBIX S3BIKAX,
4YTO, B MPHUHIHUIE, JeNaeT BO3MOXHBIM mocTtpoeHue LLM
JUTSL HEBPOJIOTHH, pabOTaIOMIEeH C PyCCKUM SI3BIKOM.
Ormeuaercs, 4TO I YCIEIIHOH MHTerpalMu KpaiiHe
BaJ)XKHO CO3JaHME KyJIBTypHl, Omarompusrcreylomeit WU,
YeTKHE LeIH U B3aWMOJACHCTBHE C 3aHMHTEPECOBAaHHBIMHU
cropoHamu. IIpm »tom LLM paccmatpuBaroTcs Kak
JOTIONHEHNE, a HE 3aMEeHa 4YeJI0OBEYECKOTO OIBITa, YTO
TpeOyeT KOHTPOJIS U HHTETPaIUY B paboune Mpoueccsl.

1 https:/iwww.m24.ru/news/medicina/16022024/6 66686 182



International Journalof Open Information Technologies ISSN: 2307-8162 vol. 14, no. 1, 2026

BJIATOAPHOCTU

Xotenoch Obl TOOIAroAapuTh COTPYAHHUKOB Kaeapbl
Nudopmaunonnoir OezomacHoctu ¢akyiapreta BMK 3a
IUI0JOTBOPHBIE TUCKYCCHH B 00CYKICHHUS.
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Abstract - The development of artificial intelligence (Al)
systems, in particular, so-called foundation models and large
language models, has opened a new era at the intersection of Al
and neuroscience. These models allow working with diverse
datasets across different modalities.

Compared to classical computational approaches, which
mainly relied on traditional machine learning methods, these
models represent a significant step forward. They demonstrate
strong generalization capabilities and can capture complex
spatio-temporal dependencies found in the data. This is
achieved, in particular, through end-to-end learning directly
on raw data. Foundation models can potentially be applied in
all major neurobiological fields, encompassing neuroimaging
and data processing, brain-computer interfaces and neural

decoding, molecular neurobiology and genomic modeling,
clinical care, and disease-specific applications, including
neurological and psychiatric disorders. These models

demonstrate the ability to solve fundamental computational
neuroscience problems, including multimodal integration of
neural data, spatio-temporal pattern interpretation, and the
development of translational frameworks for clinical
applications.

Keywords— artificial intelligence, neuroscience, foundation
models, language models.
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