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TpancdhopmepHas Moaeab OMHAPHOM
KJIacCU(HUKAIIMA BPEMEHHBIX PSJI0B Ha
JAHHBIX MHEPIUAJIbHBIX JAaTYMKOB IS

neTekuu cnygunr-arak B BIIJIA

B. W. IleTpenko, M. X. Hamxamkpa, @. b. Tebyera, . I'. Bomonmn, H. /Ilu6pos

Annomayua—B cmamve npednoxcena Hoeaa Mmooenb
Ounapnou knaccugpuxayuu epemennvix psnooe BTSC-1SD-
Transformer (Binary Time-Series Classification with Inertial
Sensor Data Transformer), npednasnauennas ona oemexyuu
cnypune-amaxk na 0cHoe OAHHBIX UHEPUUATILHBIX OAMUUKOE
(axcenepomempa u  aupockona). Modens  adanmupyem
apxumexkmypy mpancgopmepa 0131 ananu3a 6PeMenHvIX paoos,
UCHONb3YA  MEXAHU3IM CAMOGHUMAHUA O1A  NAPAIeNbHO20
6bIAGNIEHUA CTIONCHBIX U RPOMANCEHHBIX 60 6PEMENU AHOMANUN,
6 omauuue OMm nOCAE006aAMeNbHOI 00PaAdOMKYU 6 MPAOUWUOHHBIX
DEKyppeHmHbIX  cemsx. Ilposedennvie  IKcnepumenmol
demoncmpupylom npesocxo0Cmeo RPednNoHceHH020 Nno0X00a no
cpagnenuio ¢ Mmooenvio-ananozom Ha ocnoee LSTM-RNN.
Iloxazamenv mounocmu (Accuracy) oocmue 97,45%, umo na 12%
eviute pesynomama LSTM-RNN. Mempuku F1-mepa, Precision u
Recall cocmasunu 96,41%, 97,03% u 95,79% coomeemcmeenno,
umo ceudemenvcmeyem O GbICOKOU  COANAHCUPOBAHHOCHIU
MoOenu, ee CROCOOHOCHMU MUHUMUIUPOGAMb KAK JI0MCHbIE
cpabamviganus, maxk u nponycku amax. Pezynomamor
noomeepcoaiom nepcnekmueHocHy UCHONIb306aAHUA
mpancghopmepnvix modeneil 6 Cucmemax peaibHo20 6peMeHU O
obecneuenun kuovepoesonacnocmu bIIIA.

Knroueevle cnosa—oecnunomuvle nemamenvHble Annapamol
(BIIIA), cnygunz-amaxu, kubepbezonacnocmo, uHepyuaIbHbie
oamuuku, 6pemMeHHble PpAObl, OUHAPHAA KlaccuduKkayus,
mpancgopmep, mooensv 21yb6oKoz0 00yYeHUA, CAMOSGHUMAHUE,
LSTM.

|. BBEJEHME

3amura 0ecUIOTHBIX JeTaTenbHbIX annapaTtoB (BITJIA)
OT CIy(UHT-aTaK CTaHOBHUTCS KPUTUYECKH Ba>KHOW BBUIY
LIIMPOKOTO PacCHpOCTPaHEHUs IPOHOB B MPOMBIIUIEHHOCTH,
o0opoHe u cenbckoM Xo3siicTBe. Crny(HUHT TMpeacTaBiser
coboii kubepaTaky, IpH KOTOPOIl TEpENAarOTCs JIOKHBIC
HAaBUTAllMOHHBIE  CUTHAJIBI, HMMUTHPYIOLIUE  CHUIHAJBI
ro0anbHBIX HaBUTAIIMOHHBIX CIyTHUKOBBIX cuctem (GPS,
I'JIOHACC), uTo BenéT K MCKa)KEHUIO TMOJIOKEHHUS allapaTra,
HapyLICHUIO €r0 TPaeKTOPUH MoJIeTa U MOTepe YNpaBIeHML.
B ycnousix pacrymei 3aBucumocTu BITJIA oT ciiy THUKOBO#
HaBHTAIMd pa3paboTKa CBOCBPEMECHHBIX W  HaJIEKHBIX
METOJI0B OOHApyXKEHUS  TaKhX aTak  SBISACTCS
epBoOYEpeTHOI 3a 1a ueit obecredeHns 6€301a CHOCTH.
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CoBpeMeHHbIE CpEJICTBA 3aIUUTHl 0a3UpPyIOTCS Ha
MHOTOYpPOBHEBBIX CHCTEMaxX cOOpa M aHalu3a [JaHHBIX,
BKITI0Ya st 00pa0OTKy BpEMEHHBIX PSAIOB C HCIOIB30BaHUEM
TePeIOBBIX MoJenen MaIITHHHOTO 00yJeHns
TpancdopmepHBIe MOIENH, H3HAYaTEHO pa3padoTaHHBIE U
00pabOTKH €CTECTBEHHOTO S3BIKa, JOKa3alid BBICOKYIO
2((eKTUBHOCT, B aHaJIM3e MOCIEI0BATEIBHBIX JIaHHBIX
Omaronmapsi CBOCH CHOCOOHOCTH BBISIBIATH 3aBHCHMOCTH
pa3nuYHOW MAaTBHOCTH M KOHTEKcTa. VX mIpuMeHeHHe B
knbep06e30macHOCTH OeCIMIIOTHUKOB CYIIECTBEHHO
MOBHIIAET KA4YECTBO JETEKIWH, YYHUTHIBAsS CIOXKHBIC U
JUHAMHUYHBIC H3MCHEHHS B CCHCOPHBIX 1a HHBIX.

B HACTOSAIMIEM HCCIIeJOBAHIH Ipe/CcTa BICHA
TpaHCcOpMEepHasT MOAENb OWHAPHOHW KIi1accU(UKa UK
BPEMEHHBIX PSAA0B, CQOPMHUPOBAHHBIX HAa OCHOBE JaHHBIX
nHepuraiabHbiX 1aTuyukoB BIUIA. Takoil moaxona no3poJisier
o0HapyXHuBaTh NpPH3HAKA Hayajla cOy(QUHr-aTakd B
peanbHOM BpEMEHM Ha OCHOBE BHYTpEHHEH (u3nueckoit
uH(popManuu O IABMKEHHM aNmapara, CHHXKas 3aBUCUMOCTD
OT BHEIIHMX HUCTOYHHMKOB. IIpeamokeHHas MoJenb
OCHOBBIBAE€TCSI HAa COBPEMEHHBIX MeETOJaX TIyOOKOro
oOydeHHs M JEMOHCTPUpPYET NOTEHUHMaN aisi paboTH B
Pa3IUYHBIX yCIOBUSX.

OrnuuurenbHOW  uepToil  pas3paboTkm  sBIsieTcs
ajanranus apxXuTeKTypbl TpaHchopMepa K creruduxe
JAHHBIX HMHEPIMAJIBHBIX U3MEPUTEIBHBIX YCTPOMCTB, YTO
obecrieunBaeT 3(QPEKTUBHOE BBIJCICHHE XapPaKTEPHBIX
maTrepHoB crmyduar-atak. Oco0oe BHHMaHHE YIEIECHO
MHHAMH3AIMA 9UCJIa JOKHBIX CpaOaThIBaHMM, YTO HMEET
KPUTHYIECKOE 3Ha4YeHHE I oOecredeHus 0e301acHOCTH U
ycroiuuBocTu 3KkcyaTanuu BIUTA.

Il. AHAJIM3 JIUTEPATYPbI
Kputnueckuii aHanu3 CyLIECTBYIOIIEH JUTEpaTypbl
BBISBISCT  pas3HooOpasMe TOAXOIOB K  Tmpobiemam
JeTeKTUPOBa HUS cnypuHr-aTaKk OecMIOTHBIX

aBuanuonubix cuctem (BIUTA). Ily6nukammm [1, 2]
MPEACTABISIIOT cOO0M KITtoueBble pabOThI, ONpeneIone
6a30BbIe KOHIETIUH IpooeMsl. [lepBas paboTa nmocesiieHa
UCCIICIOBAHHUIO YSI3BUMOCTH OOOPYJOBaHUS TI100aIbHBIX
HaBUTalMOHHBIX ciyTHUKOBBIX cuctem (THCC), Torma kak
BTOpas myOnukanus (OKyCHpPYeTCs Ha CHCTEMaTH3aLHd
TunoB cnyduar-atak. OgHako o0e padoOTHI COCPETOTOUCHBI
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UCKIIIOYNTENBHO Ha  (OPMHPOBAHHHM TEOPETHIECKOTO
dyHOAaMEHTa M HE 3aTpParuBalOT MPAaKTHUYECKUE METOMIbI
BBIBIICHUS yTPO3.

B nactosmel paboTe pacCMOTPEH psAl HCCIEA0BAHHUL,
HETIOCPEICTBEHHO MOCBSIMIEHHBIX 00paboTKe CEHCOPHBIX
NaHHBIX. B wacTHOCTHM, B wHccienoBanuu [3] omnwucaH
aNTOPUTM JETEeKUMW chyuHra, Oa3upyOLUiics Ha
00BCIMHEHNH JAHHBIX C pPAa3iIUYHBIX CEHCOPOB C
npuMeHeHneM  apxutekrypsl TimesNet. PaGora [4]
mpenjaraetT — ajJbTCPHATHBHBIA ~ METOJ  HPOTHO3HOTO
BBISIBJICHUS aHOMaJIMi B TpaekTopusx nasumxeHus BIUIA.
Kpome Toro, myGaukarmu [5, 6] OXBaThIBAIOT IIHPOKHHA
CHEKTP METOJOB MaIIMHHOTO 00YUEeHHS, UCTIOIB3YEMBIX JUIS
MOBBIILICHUST 0€30MaCHOCTH OCCIIIOTHBIX JIETATENIBHBIX
ammapaToB W BBISBICHHA OTKIOHEHHH OT HOPMaJIbHBIX
PEXHUMOB pabOTEHI.

Psn Iy OJTHKA [T I [7-11] paccMaTpuBaloT
BCIIOMOTaTEeNbHBIE aCIeKTHl Oe3omacHocTH. B wacTHOCTH,
uccnenoBanus [/, 10] KOHUEHTPUPYIOTCS Ha (DH3UYECKHUX
crocobax wuaeHTH(HWKAIMA JAPOHOB, B crathe [8]
Ki1a CCUQUITMPYIOTCS CETEBBIC aTaKH, TOT/IA KaK B craThe [9]
JIEMOHCTPHPYIOTCS BOSMOKHOCTH Tpada HEHPOHHBIX CeTeH
s oOHapyxeHust anomanuid. Crates [11] paccmaTtpusaer
po0IeMy MOCTPOCHHS ONTUMAJIBHBIX Ma PIIPYTOB ITOJIETOB B
YCIIOBHSX HAJIMIHS YTPO3BI.

Crateu [12, 13] moCBsIIEHB METOAaM KOMITBIOTEPHOTO
3peHusi u 00paboTKM H300pa’ke€HU, COOTBETCTBEHHO,
rmyOokuM CBEPTOUHBIM HeHpoHHBIM ceTaM (CNN) u
CerMeHTallMy U300pa’keHui ¢ UCTIONb30BaHUEM aHcaMOei
HEeHpOHHBIX ceTedl. OHM pemarT BaXkKHble 3aJaud
pacrno3HaBaHuUs u KJ1a CCU(UKA U BU3YyaJIbHON
HHGOPMAIIMHU, YTO MOJIE3HO [JIs MOHUTOPHUHIA BO3AYILIHOTO
MPOCTPAHCTBA U IPEIOTBPA LLICHUS CTOJIKHOBECHHIA.

Oco0oe BHMMaHHE NpPHBIEKAIOT Haubojee 3HaUYUMBIE
pa6otel [14-20], wu3ydyarome COBpPEMEHHBIE METOMUKH
00pab0TKu naHHBIX. Cpei HUX BBIACIAIOTCS HCCIIEI0Ba HAY,
ucnonp3yronme  npeobpasoatenu  (transformer-based
models) ans BeisBaeHUs aHoMmanuii [14]. Ipyrue paboTs
[15] uccnenyroT 0cCOGEHHOCTH HABHTALMU IIPH OTCYTCTBUA
curnaia GPS. Hawuboiree Onu3kie K 3asBICHHOW TeMaTHKS
cratbu [16-20] neMOHCTPHUPYIOT NMPUMEHEHHE pPa3InYHBIX
APXUTEKTYp HUCKYCCTBCHHBIX HEHPOHHBIX CeTel, BKIIOYas
HHTEPIPETUPYEMBIN HCKycCcTBeHHbIH naTeIekT (M) [16],
ruopunabie  cetd  Ttuma CNN+Transformer [18] w
pekyppeHTHble HelipoHHsle cetn [20]. B pabGore [20]
paccMaTpuBaeTcss 3ajJada  OMHAapHOW  KilaccH(HKAIHH
Brop>keHuil B cetu BIUIA ¢ ucnonb3oBaHUEM apXUTEKTYPBI
LSTM-RNN, 9TO CIyXHT 3TaJOHOM [UIsI CpPaBHEHUS.
JlanHb1i MOIXOM MHTEPECECH IIPEJCTa BIICHHBIMA
MOKA3aTeNIMH Ka4deCcTBA M BO3MOXKHOCTBIO YIIYUIICHUA
pe3yapTaToB TocpenctBoM 3ameHnel LSTM Ha Gosee
COBPEMEHHYIO TPaHC(HOPMEPHYIO a pXUTEKTYPY.

Ilens Hacrosmero wcclIefoBaHMA —  pa3paboTka
TpaHchopMepHOH Momenun OMHApHON KiIaccH(HKAIMU
BPEMEHHBIX PSIOB HHEPUHUANBHBIX JaHHBIX, CIIOCOOHOM
MOBBICUTh TOYHOCTH Ha 3-5% u Fl-mepy nHa 4-6% mo
cpaBHeHno ¢ LSTM-mMonensiMu, OJHOBPEMEHHO COKpalias
Bpems uHdpeperca Ha 10-15%.

I1l. MATEMATUYECKASI TIOCTAHOBKA 3AJJAYU JETEKLIUU
CIIY®UHI-ATAK B BIUTA

3amaya JNETEKINU cnyduHr-aTak B BIUTA
dopMmynHpyeTcst KakK 3azada OWHAPHOW KiaccH(UKa U
BPEMEHHBIX PSOB, ITOJYYCHHBIX C HHEPIHAIbHBIX CECHCOPOB
ammapara, ¢ I1IeJbI0 OmpelnencHus (Gakra HaJIU4dus JTH00
OTCYTCTBHSI aTaKd, BO3JCHCTBYIOIICH Ha HaBHIaIMOHHYIO
CUCTEMY.

JUis MaTeMaTHYeCKOW NMOCTAHOBKHM 3aJadd JCTEKIHH
cuydurr-atax B BIIUIA BBo#sTCS ciieqyromue 0003Ha YeHIT
1 TIepeMeHHEIE:

X = {x}I_, — Bpemennoii psan, rae x, € R? — Bexrop
JAHHBIX HHEPOHATBHBIX JAaTYHKOB (aKCEIECPOMETPOB,
THPOCKOIIOB, MATHUTOMETPOB M 1p.) B MOMEHT BPEMEHH t,
R? — d-MepHOE IPOCTPAHCTBO ACHCTBUTENBHBIX uncen, T —
JUTHHA Ha0JI10/1a MO OCIeT0BATEIIFHOCTH;

X = {X} — npocTpaHCTBO BCEX BO3MOHBIX BPEMEHHBIX
PSAIOB TAKUX Ha HHBIX;

y € {0,1} — OunapHas MeTKa Kiacca,rae «0» o3Hadaer
HOPMaJIbHBIN, HeaTaKy i pesxxuM padoTel BITIA, a «1» —
HaJIM4He CITy QUHT-a TAKH;

f:X—-{0,1} - ¢ynkuus wraccupukanuu (IETEKTOP),
KOTOPYI0 HEOOXOAMMO MOCTP OUTh.

0 — mapaMeTpsl MOJAENH, MOJJEXKALINE O00yUSHHIO Ha
TPEHUPOBOYHOI BEIOOPKE;

{(X;,y:)}, — TpenupoBounas BbiGOpKa U3 N IpUMEpoB
BPEMEHHBIX PSIIOB C COOTBETCTBYHOIUMHU MCTKAMH;

L(fe(X;),¥;) — dyHKumst noreps, HampuMmep OWHAapHas
KPOCC-3HTPOTIHS, H3MEPSIIOIIA S PaCX0KICHHUE MPeICKa 3a HIti
U UCTUHHBIX METOK.

OyHKIUSA 00yUyeHUs] CBOAUTCS K MUHUMHU3AIMKA CpeaHeit
(YHKUIMU TOTEph:

min I L (fy (X, %). (1)

3ajjaya CBOJUTCS K MOCTPOCHUIO MOJIENHU f, CIIOCOOHOM

c MAaKCUMaJbHOH  TOYHOCTHIO  KiIacCH(DHIUPOBATH

BPEMCHHBIC PsIbI HHEPIMATbHBIX Ja HHBIX HA HOPMaJIbHBIC H
MOJIBEPTIINECS BO3ACHCTBHUIO CITy PUHT-aTaK.

JIJist OLIeHKH Ka4ecTBa MOACIHN HCIIOIB3Y 0T METPUKH:

1) oOmas TOYHOCTh JETEKTOpa WIH IOJIs HpaBHIBHBIX
peuieHui

Accuracy = &, 2

TP+TN+FP+FN
rne TP —  KOJIWYECTBO  HCTHUHHO-TIOJOXHUTEIBHBIX
cpabateiBanuil aerekropa, TN — KOJMYECTBO HUCTHHHO-
OTpUUATEIBHBIX cpabaThiBaHMW jAeTekropa, FP  —
KOJIMYECTBO JIO’KHOTIOJI0KUTEIIbHBIX cpabaThIBaHUN
nerexkropa, FN — KOJIMYeCTBO JIOKHOOTPHULATEIBHBIX

cpa0aThIBaHUN AETEKTOPA ;
2) TOYHOCTH OOHAPYKEHUs ATAKH, XapaKTepU3YIOIAs
HACKOJIBKO U3 BCeX cpabaThiBaHUM JETEKTOPa HMEHHO a TAKH

ObLTH pacrno3HaHbI BEPHO

.. TP
Precision = ; 3)
TP+FP

3) BepOSATHOCTH OOHAapPYKCHHS aTaKd, OTPa’Karomas
CIIOCOOHOCTH MOJCIIH HAXOMUTH BCE CIIy4ad aTak, TO €CTh
JIOJI0 TIPaBHIBHO OOHAPYKEHHBIX aTaK OTHOCHUTEIBHO HX
00IIEro KOJIM4eCTBa

Recall = —=—; 4)

TP+FN
4) rapMOHMYECKOE CpelHee TOYHOCTH U moyiHOTHl (F1-

Mepa)

F1 =2 x Precision XRecall (5)

Precision+Recall’
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BpemeHHBIE psIIBI MOTYT COJEPIKATH IIYMBI, NCKaKSHUS
" JUHAMHYECKHE KoJieOaHus, 00yCIIOBIICHHBIE
9KCIUTYyaTaIMOHHBIMH yclIoBUAMH. [ToaToMy 3amaya Tpedyer
MpUMEHEHUs MpenoOpaboTK M yCTOWYMBEIX aJTOPUTMOB
BBIJIEJICHHUS IPU3HAKOB, OJarogaps 4eMy MOJENb aeKBaTHO
pearHpyeT Ha XapaKTepHbIE H3MCHCHHUs, BbBI3BAHHBIC
ciy pUHT-aTaKaMH.

IV. ONHUCAHUE AHAJIOTOB

Mopenb oOHapyKeHHUsSI CeTeBbIX BTOpkeHWid B BIUTA
[20], BeIOpaHHasi B HaCTOSAIIEM HCCICIOBAaHHUHM aHAJIOTOM,
ImpencTaBiIseT  co00if  KOMOWHAIMIO  PeKyppEeHTHOH
Heiiponno#t cetm (Recurrent Neural Network, RNN) c
9JIEMEHTaMH JOJTOBPEMEHHOH KpaTKOBPEMEHHOM IaMsATH
(Long Short-Term Memory, LSTM).

Apxurekrypa mogenu LSTM-RNN npexncrasnser coboit
MOCIIEOBATENIBHY IO 00pa00TKY BpEMEHHBIX PSIOB Ja HHBIX C
HCTIOTB30BaHHEM PEKYPPEHTHBIX CIIOEB C JOJITOCPOYHOM
KpaTKOBPEMEHHOW MaMAThi0. MoJenp npuHUMaeT Ha BXOX
MOCIEAOBATEIIBHOCTh BEKTOPOB ~ IPHU3HAKOB  CETEBOTO
Tpaduka WIN Aa HHBIX HHEPIIHaIbHBIX JaTYnKoB. OO6paboTra
OCYIIECTBISAECTCA Yepe3 HECKOIBKO KaCKaJHO COEIMHEHHBIX
LSTM-cnoeB, rie KaXXIbld CIOH COCTOUT M3 MHOKECTBA
LSTM-sueexk.

KiroueBsIMH KOMIOHEHTAMH a PXUTEKTYPHI IBISIOTCS:

—  BXOJHOH CIIOH s npuema BPEMEHHBIX
HOCJIEI0BAaTEIbHOCTEHN,

— crek LSTM-cnoeB ¢ MeXaHU3MaMU yIpaBICHUA
namsteio (input, forget u output gates);

— TIOJIHOCBSI3HBIM BBIXOJHOM CJIIOM C CUIMOBHJIHOM
(dyHKUMEH aKTHBaIUH.

Cemauruueckas uatepuperamus input gate, forget gate u
output gate:

— input gate BbIMOJIHSAET (YHKUHIO «peLentopay» —
pemaer, Kakas HOBas uH(GOpMamms  3aCIIy>KHBaer
COXpaHEHUS,

— forget gate peanusyer «apXxuBaluio» — OIpeAEIIsIeT,
KaKHe HCTOPUICCKHE 1a HHbIE OCTAIOTCA PEIIeBaHTHBIMH,

— output gate paboTaeT KaK «IIyOJIHIICT» — yIpaBiseT
HKCIOPTOM HH(POPMAINH JIJIS MOCTIEAYONINX BEIYUCICHHIA .

Martematnueckast popmanuzanus monenun LSTM-RNN
ommcheIBaeTcs ciaenyromuMm  obpaszom. Ilycte 3amana
MOCIEAOBATEIIBHOCTh BEKTOPOB  IPU3HAKOB  CETEBOTO
tpaduxa X = {x,}1_,, rne x, € R? npexacrapnser coboii d-
MEPHBI BEKTOP B MOMEHT BpeMeHH t, a T — miuHa
BPEMEHHOTO Topu30HTa. IIpocTpaHCTBO BCEX TaKuX
MOCeI0BaTeNIBHOCTEH 0003HaYaeTcs kKak X. JIJIs Kajkaoi
MOCIIEeAOBATEIIBHOCTH OINpeAelieHa OWHapHas MeTKa Y €
{0,1}, rne y = 1 coOTBETCTBYET HAJIMYMIO CETEBOM aTaKH.

Mogens LSTM-RNN peanusyer otobpaxenue f:X —
{0,1}, mapamerpu3oBaHHOE BEKTOPOM mNapameTpoB 6.
Apxutexrypa cetu ocHoBaHa Ha LSTM -sueiikax, KOTOpEbIe
JUTSL KaSKIOTO MOMEHTA BPEMEHH ¢ BBIUUCIISIIOT:

iy = o(Wyixe + Wyihe 4 + by),
fe = o(Wypx,+ Wyphe_q + by),
0p = O(Weo Xt + Whoheoy + by),

. 6
C, = tanh (Wi, + Wiche s + b, )
C:=fOC1+i,OC,

h; = o, © tanh(C,),

rae i, f;, 0, — BEKTOpPHI cocTosHui input gate, forget gate n
output gate COOTBETCTBEHHO, o ¢ — BEKTOp-KaHIUJaT
cocTosHUS T9eHKH; C, — 0OHOBIEHHOE COCTOSTHHE TUCHKH; R,

— ckpeitoe cocrosane; W, Wy;,b; m aHamormyHO miId
IpYTHX gate — o0ydaemble MapaMeTphl; 0 — CUTMOBHIHAS
¢yukmsa akTuBamy; O — MO3JIEMEHTHOE YMHOKCHHE.

Bekropsl cocTosiauii input gate, forget gate u output gate
B LSTM-apxurekrype ABIISIIOTCS KIIFOYEBbIMH
YOPaBISIOMIMIA MEXaHU3MaMH, PETyJIHPYIOUMMH THOTOK
nHpOpMAIIMK depe3 sSUeiKy mamaTH. X maTemaTmueckas
CYIIHOCTh M (PyHKIIMOHAJIBHOEC HAa3HAYCHHUE PaCKPBIBAIOTCS
CIEAYIOINM 00pa30M.

Bekrop coctosuus input gate i, € [0,1]" ompenenser
CTETIeHb YCBOCHHS HOBOW WH(pOpPMAIMH W3 BXOIHOTO
CUTHaJa X .. Berancnsercs mo gopmyie:

[y =0 WX+ Wyihy_y + by), ()
T7Ie 0 — CHTMOBHAHAS (QyHKINA, 0TOOparKafomas 3HaYCH B
Irana3oH [0,1]. KomnoneHTs BEKTOpa i
HHTEPIPETUPYIOTCI KaK  KOd(DOHUIMEHTH  3HAYUMOCTH

COOTBETCTBYIOIMX KOMIIOHEHT BEeKTOpa-KaHauaata C,.
3HaueHue, Onu3koe K 1, yka3plBaeT Ha IOJHOE YCBOCHHE
aaeMeHTa, 6au3Kkoe k 0 — Ha HTHOPUPOBaHUE.

Bexrop cocrosuus forget gate f, € [0,1]" ympasnser
COXpaHEHHEM WIH «3a0bBaHHEM» HWHQOpMAIUH W3
MIPEIBIIYIIEro COCTOSAHUS YUK C,_q:

fe =0 Wypxe + Wyphe o+ be). (8)

Kaxnplii 35IeMeHT f; BBICTYHIaeT B poiu Koddduiuenta
COXpaHEHHUs JJl COOTBETCTBYIOLIEH sA4YEHKHM MaMSITH.
3Hauenue 1 coxpanser uapopmanuio, 0 — o0HyIsAeT €€. DTOT
MEXaHH3M oOeclieunBaeT KOHTPOJHPYEMOe «3a0bIBaHHIE»
yCTapeBILUX Ja HHbIX.

Bekrop cocrosHus output gate o, € [0,1]h peryaupyer
BIUsIHME OOHOBJIEHHOIO COCTOSHUS sueiiku C, Ha
(opMHpOBaHNUE BBIXOTHOTO CKPBITOTO COCTOSHHSA h,

0y = U(vaoxt + Whaht—l + ba)- (9)

KoMnoHeHTBl 0, OHpenensioT CTeNeHb OJKCIopTa
uHpOpMaIMK W3 SYCHKA NaMATH BO BHEIIHEE CKPBITOC
cocTosiHue. OUIbTpalys NPOUCXOIUT Yepe3 MOITEMEHTHOE
YMHOKEHHE:

hy = o, O tanh(Cy). (10)

PasmepHoCcTP h  3THX  BEKTOPOB  COOTBETCTBYET
KOJIMYeCcTBY HeHpoHOB B ckpbITOM ciioe LSTM. CoBmecTHas
paboTa TpEX gate MO3BOIAET MOJCIIH aJaNITHBHO YIIPABITH
MaMATBIO, COXPaHAA JOJNTOCPOYHBIC 3aBHCHMOCTH U
GUIBTPYsT MIYMOBBIE KOMIIOHEHTBHI BPEMEHHBIX PSIJIOB, YTO
KPUTHIECKH Ba’KHO JUIS 3a]1a4 aHAJIM3a CETEBOTO Tpaduka
BILTA.

JI1si MHOTOCIOMHON apXUTEKTYpPhl CKPBITBIE COCTOSHUS
KaJIOTO CJIOsI | BEIYUCIISIOTCS KaK:

h® = LSTMO (™Y, 1Y), (11)
rae hgo) =xg,al=1,..,L
Beixonq LSTM-cetm  dopmupyercs ¢  TOMOIIBIO

IIOJTHOCBA3HOTO CJIOA C CUTMOBHIHA A (byHKlIPIefI AaKTHUBalluK:

y=a(W,h{"” +b,), (12)
rne y € [0,1] wuHTepmpeTHpyeTcs KaK BEpOSATHOCTB
HPUHAAIEKHOCTH K KITaCCy aTak.

OO6yueHne MOZENH 3aKII0YaeTcs B MHUHUMH3ALUH

(yHKIMUM OWHApHOW KPOCC-OHTPONHMH Ha 0O0ydaromen
BiGopxe {(X;, ¥;) ey

min< 21, [y;log(5) + (1 - y)log(1 — 3l (13)

KagecTBo Monenu OIICHMBAETCSA C MOMOINBIO METPHK,

ompejelieHHBIX B IOCTaHOBKe 3amaum: Accuracy (2),
Precision (3), Recall (4) u F1-mepa (5).
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V. TIPEJUIATAEMAS TPAHC®OPMEPHA Sl MOJIEJIb BUHAPHOM
KIIACCUOUKALIMY BPEMEHHBIX PSJ10B HA TAHHBIX
WHEPLIMAJIbHBIX TATUMKOB AJIAA AETEKLMU CITY ®PUHI-ATAK

B BITA

JAns  pemenus 3agaud OWHApHOW KiaccuuKanuu
BPEMEHHBIX psn0B, ¢opmanu3oBaHHOW B paszgene III,
mpeanaraercs  MoJAelb  Ha  OCHOBE  apPXHUTEKTYpbI
Tpanchopmep ¢ HaszBanueM «BTSC-1SD-Transformer»
Binary Time-Series Classification with Inertial Sensor Data
Transformer). B otnnuune oT mociaenoBaTeabHON 00pabOTKH
nanaeix B momenu LSTM-RNN, mnpennmaraemass mMojnenb
BTSC-ISD-Transformer  obecrneunBaeT  mapasie/IbHBIH
aHaJiu3 BCel BPEMEHHOW MOCIedOBATENbHOCTH 3a CUET
MeXaHH3Ma CaMOBHUMA HUSL.

ITycTsb 3a1aHa ocae 0BaTEILHOCT BEKTOPOB IIPU3HA KOB
uHeprmanbHbIX aatuukoB X = {x,}1_,, rne x,€ R%, d =6
(Tpu ocu akcenepomeTpa U Tpu ocu rupockomna). Kak u B
MMOCTAHOBKE 3aJadvu, TpeOyeTcss MOCTPOUTh (HYHKIHUIO
ktaccupukammu f:X — {0,1}, tne y = 1 coorBercTBYyer
HaJIMYHIO CITy QUHT-a TaKu.

ApxuTekrypa  NpeI0oKeHHON
CIIeIyIOINe KOMITOHEHTHI:
1. BxogHoe mpoekTHpoBaHHE. B oTimdme oT Momenu

MOOCTIN BKIIIO4YacT

LSTM-RNN, rae BXOJIHBIE JaHHBIE MO a I0TCA
mociaegoBaTenbao (6), Momens BTSC-1SD-Transformer
OJTHOBPEMEHHO MPOETIHPYET BCE DJIEMEHTEI
IOCJIE0BATEILHOCTH:

z, =x W, +b,, W, € R¥%modet, p, g R%model, (14)

2. TlozummoHHOE KoaupoBaHue. [Ijisi yuera BpeMEeHHOTO
nopsnka, koToperii B LSTM MozaenupyeTcs peKyppeHTHBIMI
ces3simu (7)-(10), B TparcdopmepHOit Moenn 1oOaBIIsieTCs
MO3ULMOHHOE KOJUPOBAaHUE:

ht(o) =2z +p;,
TJ€ P; BBIYUCISIETCS IO CUHYCOHMIAIBHBIM (py HKIUSM.

3. MexaHu3M caMOBHMMaHHWs. B oTiuune oT gate-
Mexauu3moB mojeian LSTM-RNN (7)-(9), moxens BTSC-

(15)

ISD-Transformer HCIOJIb3YET MHOTOKOMIIOHEHTHBIH
MeXaHU3M BHIMaHUE:
. id
Attention(Q, K, V) = softmax (Q—) v, (16)
vk

rne Q, K, V — matpunsl 3ampoca, KIo4a W 3HAYCHHUS,
moJiydyaeMble JHHEHHBIMH TNPEOOPa30BaAHUSIMH BXOIHBIX
JIaHHBIX.

4. Hopmanuzanus ¥ TO3UIHOHHO-OPHEHTHUPOBAHHAS
noiHocBasHas Feed-Forward cers. Kaxnplil ciioil Moxenu
BTSC-ISD-Transformer cojepsxut aBa KIIOUYEBBIX 0JI0Ka,
CIeAYIOIHMX 32 MeXa HU3MOM BHUMAa HUSI:

1) cmoit HopMmanu3alMM, KOTOPBIA CTaOWIU3UPYET
aKTUBallMM ISl KaXJOro HpHMepa TMOCIea0BaTEIbHOCTH,
obecnieunBasi JydlIyl0 YyCTOHYMBOCTH mpu 00paboTke

BPEMCHHBIX  PSAIOB IO CPAaBHCHHIO C  TAKETHOH
HOpMaJin3auue;

2) NO3ULHOHHO-OPUEHTUPOBA HHY IO OJHOCBSI3HYIO CETh,
KoTopas BBIIIOJIHSET HE3aBHUCHMOE HEJHUHEHHOE
npeoOpa3oBaHWe TMPHU3HAKOB JUIs KaXXIOW  TMO3WULUHU
MOCTIEIOBATEIIPHOCTH 4Yepe3 JBa JIMHEWHBIX CJIOS C
axtuBanuen ReLU.

5. Knaccudukatop. Aranoruano mozaenu LSTM-RNN
(12), ucrionib3yeTcst CATMOBHIHA ST (DY HKIIMS a KTHBa [[UH:

9 = 0(hygs We + be),

a7)

L
(L) BBIXOOAHOC MPEACTABICHUC CICIHAJIBHOIO

rne h[CLS] N
TOKEHa KJ1acCcu(HKa LIuH.

OOydeHHe  MOJENH  TPOBOOUTCS  MHHHMH3aLHUCH
¢yHkuuu OuHapHOU Kpocc-sHTpormu (hopmyna (13)) Ha
obyuaromeit Beibopke {(X;,y,)},. Jlnsa oueHKH KadecTsa
MOJIEJTH MCIIOJB3YIOTCS METPUKH, OMpPEEICHHBIC B pa3Iene
I11 (bopmyasr (2)-(5)).

KiroueBble mpenMy mecTBa IpeI0KESHHOH a pXUTEKTYpPBI
no cpaBHeHuto ¢ LSTM-RNN (pazapen [V):

1) mapaensHas o0paboTka
MOCIIEIOBAaTEIIFHOCTEH;

2) CroCOOGHOCTh MOJEIHPOBATH 3aBUCUMOCTH JI000i
JUTHHBI HATIPSIMY O

3) Gonee  3ddexruBHOE
BPEMEHHBIX TATTEPHOB;

4) ycTOHYMBOCTH K MPOOIIeME HCYe3a FOIHX IPa JUCHTOB.

BPCMCHHBIX

BBIJICJICHUC 3HaYHUMBbIX

VI. PEAJM3ALMA U DKCIIEPUMEHT

JUis oOyueHHss M OIGHKM MOJENU HCIOJIb30BaJINCh
JlaHHbIe ¢ MHepUHuaabHbIX naTuukoB BIIJIA — rupockomna u
akcemepoMeTpa, mo TpéM OCsIM Kaxxmgoro u3 Hux (6
npu3HakoB). Bxoanoit nartacer [21] comepxur nBa Qaiina:
HOpMaJbHbIE MOJETH (NOrM.CSV) M 3aIlUCH CIy(UHT-aTak
GPS (spo.csv). s yckopeHus oO0ydueHHs HCIIOJIB30BaHA
cinydaiinas Beioopka 10% OT MCXOJIHBIX JaHHBIX.

Ha pucynkax 1 u 2 mpenactaBieHbl BpeMEHHBIE PsIb
aKceJIepoMeTpa U TUPOCKOMA AJIT HOPMAaJIBHOTO MOJETA |
cuydunr-curaanoB.  OrMmewyaercs  Hajaudue  COOBITHI
KIHWIIHHTa B JaHHBIX CIy(HHTra, 9YTO CBUAETEIBCTBYET O
meperpy3kax CEHCOpPOB M KIIOYEBBIX MAaTTEPHAX IS
KIaccudukaTopa.

Actelerometer K aats (mis* 1)

(R IET IV PPy TRN VTR RONSE S
5 ]
£«

K SR R A

Puc. 1. BpeMeHHOH psi 1aHHBIX aKcelepoMeTpa st
HOPMAJIBHOTO U CITy QUHI-CUTHA I

g ALt gt
17 I preser o

Puc. 2. BpeMeHHOH! psiA AaHHBIX THPOCKOIA JIIS
HOPMAJIBHOTO U CITy QUHI-CUTHA I
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JlaHHBIE TpHBENEGHBl K eOWHOMYy Macmrady c
WCTOJIb30BAHUEM CTaHAAPTHOTO MeTona mpenodpaboTku
NaHHBIX (HOpMaJM3alMU) B MAIIMHHOM OOYy4YeHHH
StandardScaler, koTopas BeIoNHsIET MpeoOpa3oBaHUE IO
bopmyie

¢ T H

X, = P
rae X HUCXOJHOE 3HAYCHHE MpHU3HaKa, [ cpenHee
3HAYCHHE IMpH3HAKa M0 oOyyaromeil BbIOOpKE, O —
CTaHJAaPTHOE OTKIIOHCHHUE pU3HaKa . Takas cTaHIa pTU3AI
obOecrieunBaeT IICHTpPaJbHOE BBIPAaBHUBAHHEC MAaHHBIX CO
cpenauM O U eIMHUYHOMN AHCTIEpCHUEH.

Hns dopmMupoBaHUS 00ydalomuX IPUMEPOB HCXOTHBIC
BpeMEHHbIE DSIBl TaHHBIX HWHEPIMAJBHBIX J1aTIHKOB
peo0pPa30BEIBAIIMCE C IOMOINBI0 METONA CKOJB3AIIETO
okHa. Kaxxmoe oxkno mnmHOi B 10 oTC4eTOB (BpEeMEHHBIX
maroB) GpopMupyeT oauH 00y4aromui npumep (sample), rae
mepBele 9 OTCYETOB cCiyXaT mpu3Hakamu (pumuamm), a
nocnenauit  (10-if) oTcCUET COAEpPKUT METKy Kiacca
(HOpManBHBIN pexuM / choyduHT-aTaka). OTOT IOAXOM
cooTBeTcTBYeT dopmyne (1) m3 pasgema IV u mo3sossier
YYUTHIBATHE  JOKAJTbHBIE  BPEMECHHBIE  3aBHCHMOCTH.
Ionyuennsiii Habop mpHMEpoB pa3dUT Ha 00ydYaIOMIYIO
(60%), Bamumaumonnyto (20%) u trectoByto (20%) BEIOOpKH
C cOXpaHeHHeM OaslaHca KJIaCCOB.»

Apxurekrypa TtpaHcopmeproit mogenu BTSC-ISD-
Transformer moctpoena Ha 3 clHOSIX C PpPa3MEPHOCTHIO
CKPBITOTO ~ IPOCTPAHCTBA  dyy0qe; = 128, BOCbMbIO
KOMIIOHGHTAMH MEXaHH3Ma CaMOBHHMAHHS H pPa3MepoM
BHYTPEHHETO MOJHOCBI3HOTO cliosi 512, 4TO COOTBETCTBYET
dopmynam (14)-(17). Ko Mogenu qoCTyEH B PEIO3UTOPUA
[22]. Jnst moBBIMICHUS YCTOWYHMBOCTH HCIOJB30Ba HBI
MaKeTHasT HOpMAllM3alus, pEryJspH3aldsi  METOJO0M
OTKIIFOYCHHS HepOHOB (dropout) U rpa IMEHTHOE OTCCUYCHHC
¢ noporom 0,5. BxoaHas mocinenoBaTeIbHOCTh JOTIOTHEHA
CIieaibHBIM TOKeHOM Kiaccudukanuu [CLS], a aus yuéra
opsiaKa 3JIEMEHTOB MPUMEHSCTCS MO3UIHOHHOE
koaupoBaHue. Jlas  mpemoTBpamieHHs —1epeoOydeHMs
NpUMEHEH MEXaHH3M paHHEH OCTAaHOBKH C IapaMeTpPoM
patience=20 W aNaNTHBHBIM CHIDKEHHEM  CKOPOCTH
00yYeHHSI.

[ cpaBHHUTENBHOTO aHAlIM3a pean30BaHa MOJEIb
LSTM-RNN c nByms ciosmu o 128 HEHpPOHOB B CKPBITOM
cocrossann. Kopx  peanmsammm  goctymeH B [22].
Knaccuduxamumss ~ mpomsBogmmack MO IoCIIe THEMY
BpEMEHHOMY IIIary nocieaoBaTensHocTH. O0ydeHue Mo 1em
MIPOBOAMIOCH METOIOM MHHUMH3aINU (QyHKIMH OMHAPHON
kpocc-3HTpommu (13) ¢ wHCmoONBb30BaHMEM alTOpUTMA
ontumusaiui Adam [23] u ckopocThio 06yuenns 1 X 107%,
JloToTHUTENIbHBIE METOABI PETyJIIpU3a U He TPIMCHSIIUCE.

Pucynku 3, 4 nemMoHCTpuUpyeT OUHAMHKY (yHKIHU
moTepp Y JMHAMHUKY TOYHOCTM Ha oOywaromeil u
BaJIM/Ia IMOHHO BRIOOpKaX mpu 00yuenun moaeneit LSTM-
RNN u BTSC-ISD-Transformer.

B mpouecc oGyuenus moneau LSTM-RNN (puc. 2)
BBISBJICHA MCHEE CTaOWIbHAs CXOIMMOCTh M TPU3HAKU
Hauyana nepeoOyuenus. [Ipouecc o6yuenus momenu BTSC-
ISD-Transformer (puc. 3) naGuromaercs Gosiee ObICTpas
CXOIUMOCTh M CTa0OWIBHOCTH Ha MPOTSDKCHHH BCETO
mporecca oOydeHus. B rtabmmme 1 mpencraBieHsI
paccuMTaHHBIC KIIOYEBHIC METPHUKH KadyecTBa MOJeCIei

LSTM-RNN u BTSC-ISD-Transformer, paccunTaHHbIE 110
(opmyan (2)-(5).

to Llstm

Puc. 3. IIpouecc o0yuenus mogean LSTM-RNN [22]

Puc. 4. Ipouecc o6yuenus moaenu BTSC-1SD-Transformer
[22]

Tabnuna 1 — KntoueBsie MeTpuku kauyectBa mozeneit LSTM -
RNN u BTSC-ISD-Transformer

Accuracy, | Precision, | Recall,% | F1-mepa,
Mopenu % % %
LSTM-RNN 85,35 87,10 69,23 77,14
BTSC-ISD- 97,45 97,03 95,79 96,41
Transformer

NpouesT™

\ Reca F

MeTpuKs KawecToa

o =
Puc. 5 CpaBHeHI/Ie KIIFOYCBBIX MECTPUK Ka4€CTBa MO,Z[CJ'IefI
LSTM-RNN u BTSC-ISD-Transformer

3HaYeHHs KITIOYEBBIX METPUK U3 TaOIuIpl 1 U pucyHKa 5
CBUJICTCIIBCTBYIOT O BBICOKOH 3((PEKTUBHOCTH MOJICIH

BTSC-ISD-Transformer mo cpaBHEHHIO ¢ KJiaCCHYECKOM
LSTM-ceTht0.
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IMoxazatens TounocTHm (Accuracy) TpaHchopmepa
nocruraet 97,45%, uto Ha 12% BBImE pesynbraTa LSTM-
RNN (85,35%). DTo ykaspiBaer Ha yJydlleHHE OOMIErO
YPOBHSI Ipa BUWIbHOH KJ1a CCU(UKa LIMH.

TouHOCTP pacno3HaBaHUS TOJOXKUTEIBHOTO Kiacca
(Precision) y momenu BTSC-ISD-Transformer cocrasmser
97,03%, npeBblias aHaJornyHelii nokazateas LSTM-RNN
(87,10%), uTo 1EMOHCTPUPYET YMEHBIIEHHE YMCIIA JOKHBIX
cpabaTbIBaHUMA.

YyscrutensHocTh (Recall), kputuuecku BakHas st
3aja4 oOHapyxeHus crnyuHr-atak, y mogenu BTSC-1SD-
Transformer pasua 95,79%, 4To 3Ha YnTENBHO BhILIE 69,23%,
gyeM y wMoxenu LSTM-RNN. 3to cBuaeTenbCcTByeT o
CYIIECTBEHHOM CHIDKCHHU KOJIMYECTBA MPOITYIICHHBIX aTaK.

I'apmonunueckoe cpexnee Precision u Recall (F1-mepa)y
mozenu BTSC-ISD-Transformer gocruraer 96,41%, B TO
Bpemss kak y wmozenn LSTM-RNN »stoT mnokaszartens
COCTaBIISIET 77,14%, 4TO OTpa’)kaeT  Jy4ILylo
cOaaHCHUPOBAHHOCTD M Ha IEKHOCTH MOJICITH.

Ha pucynke 6 mpencraBieHa IWHAMHKAa 3HAaYCHUI
¢yHKIMM TIOTeph Ha oOydaromiei BEIOOpKE IS MOJeNer
LSTM-RNN u BTSC-ISD-Transformer. ®yHkuust moTepb
BBIUHCIISIETCS 110 popMyJie OrHapHOM Kpocc-d3HTporuH (13).

Homwp srtoxs

Puc. 6. Pacnpenencuue 3HaueHuil QyHKIMHA TOTEPH HA
oOyuaromieii BeIOopke (train loss) mist moxeneit LSTM-RNN
u BTSC-1SD-Transformer

U3 pucynka 6 BugHo, urto wMmoxaens BTSC-ISD-
Transformer oGecneunBaer Goisiee OBICTPOE CHIKCHHE
3HaYeHUs (YHKIUHM MOTEePh M JIYYIIYI CTAaOWIBHOCTH B
mpoiiecce 00ydeHus o cpaBHEeHHUIO ¢ Monenbio LSTM-RNN.
3TO CBUIETENBCTBYET 0 OoJee 3(PEeKTHBHON ONTHMI3a UK
mapaMeTpOB MOJISIH M Ty4YIIeld cIoCOOHOCTH K 0000IICHHUIO.
Bonee Hm3koe 3HaueHWe (QYHKIMHM MOTEph yKas3bIBaeT Ha
0oyiece TOYHOE MPHUONIKCHHE MOJCIH K MpaBHUIBHBIM
oTBETAaM M, KaK  CIEICTBHE, Ha  YIydYIICHHS
KJ1a CCU(HKAITHOHHBIX TTOKa 3aTeIeH.

VIIl. 3AKJIIOYEHUE

B cratee mpennmoxena TpaHcQOpMEpHas MoOJeNb
OuHapHOU KI1a ccu(UKa TN BPEMEHHBIX PSII0B, OJTYYaeMbIX
¢ uHepuuanbHbX naTunkoB BIUIA, s gerekuuu cmy GuHr -
aTak. KiiroueBbIM npeuMyLIecTBOM IMpPEJI0KEHHOW MOJIENH
BTSC-ISD-Transformer sBistercs €€ CcIOCOOHOCTH K
napaieIbHOMY aHaJIU3y BCell BpEMEHHO I
MOCJIEAOBATENBHOCTH 6maromaps MeXaHU3MY
CaMOBHHUMaHHS, KOTOPBIN MO3BOIAET 3(PHEKTHBHO BBIABIATH
B3aUMOCBSI3H MEXAYy 3JIEMEHTaMH MOCJIeI0BaTEeIbHOCTH,
HE3aBUCHUMO OT UX PaCCTOSIHH BO BpEMEHH.

B otnunuune ot monenu-anasnora LSTM-RNN, kotopas
oOpabaThiBacT JaHHBIC TIOCICAOBATCIBHO M  MOXET
«3a0bIBATh» KPUTUYCCKH BajKHbIC paHHHE MATTEPHBI H3-32
npobieM c JIOJITOCPOYHBIMU 3a BUCUMOCTSIMH,

npeioxennast Mmogens BTSC-1SD-Transformer wampsimyio
MOJEIUPYET B3aMMOCBA3M MEXIY JIOOBIMH TOYKAaMHI
BPEMEHHOI0 psna. OTo Mo3BoNMIO Oonee 3(PEeKTUBHO
BBIJICJISTH CJIOXKHBIEC ¥ IPOTSHKEHHBIE BO BPEMEHU a HOMAJIUH,
XapakTepHele AN CHy(uHr-aTak, Takue KaK COOBITHA
KJIUINIUHTA, OTMEUYEHHBIE HAa PUCYHKE 4.

Pe3ynbTaThl IKCHEPUMEHTOB MOATBEPAHUIN BBICOKYIO
3(PEeKTUBHOCTh MPEANOKEHHOTO IMOAXOAAa B BBISBICHUU
aTaK C MMHUMAJIbHBIM UYHCJIOM JIOKHBIX Ccpa0OaThIBaHUH U
MPOIYCKOB, YTO 0COOEHHO Ba’KHO B CHCTEMax obecreyeHus
OesonacHocTH OGecnmmioTHBIX MIaTdopM. lcemonszoBaHue
HeOOoNbIIOro Ha0opa MHEpLUAIBHBIX CEHCOPOB IO3BOJSET
ONTUMH3UPOBATh  BBIYMCIUTEIBHBIE  PECYpChl  TNPH
COXpaHEHUH KauecTBa JETEKIUH.

IMonyueHHble pe3ynbTaThl MMEIOT PsJ OrpaHUYEHHUIL
Mopaens TecTUPOBaJIach HA JaHHBIX C OJHOTO 1aTacera v s
oAHOrO  TUma  chnyduHr-ataku. Ee — oboOmaromas
criocobHOCTh Ha npyrue tumbl BITJIA w cueHapum atak
TpeOyeT nanpHeimero wuccienoBaHus. Kpome TorO,
BEIYNCITUTEIBHA S CIIOKHOCTH TpaHchopMepHOit
APXUTEKTYpHl ~ MOXXET  CTaTh  OTPaHWYCHWEM s
pa3BepTHIBAHUSA Ha OOPTOBBIX CHCTEMAaX C IKECTKUMH
TpeOOBaHMAMH K 3aJepXKaM, YTO TakKe SBISIETCA
mpeaIMeToM Oy Iymux paboT

B kxagecTBe HampaBIeHUH s Oy IyINX HCCIET0Ba HANX
MOXXHO BBIACIUTH TECTHPOBAHHE MOJENH Ha 0Ooiee
oOmmpHBIX ®  pa3HOOOpasHBIX Habopax JaHHBIX,
BKITIOUatomux pasnuyneie Tunbl BITJIA u cuienapuu aTak, a
TaloKe ONTUMH3AIHUIO BRITUCIUTEIBHON CII0KHOCTH MOAETH
7. ee pa3BepThIBAaHUS Ha OOPTOBOM OOOPYAOBaHUHU C
OTPaHUYEHHBIMU PECypCaMH.
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Transformer-based binary classification model
for time series using inertial sensor data for
spoofing attack detection in UAVs

V. |. Petrenko, M. Kh. Nadzhadzhra, F. B. Tebueva, D. G. Voloshin, N. Dibrov

Abstract—This paper proposes a novel binary time-series
classification model, BTSC-ISD-Transformer (Binary Time-
Series Classification with Inertial Sensor Data Transformer),
designed for spoofing attack detection based on inertial sensor
data (accelerometer and gyroscope). The model adapts the
transformer architecture for time-series analysis, leveraging the
self-attention mechanism to enable parallel detection of complex
and long-term anomalies, in contrast to the sequential
processing employed by traditional recurrent neural networks.
Experimental results demonstrate the superiority of the
proposed approach compared toan LSTM-RNN-based baseline
model. The classification accuracy reached 97.45%, which is
12% higher than that of the LSTM-RNN model. The F1-score,
Precision, and Recall achieved 96.41%, 97.03%, and 95.79%,
respectively, indicating a high level of model balance and its
ability to minimize both false positives and missed attacks. The
results confirm the strong potential of transformer-based
models for real-time cybersecurity systemsin UAV applications.

Keywords—unmanned aerial vehicles (UAVs), spoofing
attacks, cybersecurity, inertial sensors, time series, binary
classification, transformer, deep learning model, self-attention,
LSTM.
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