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[locTpoeHue arnocTepuoOpPHBIX UHTEPIPETALNA
U1 MOJIEJIEN KlacCu(PUKaLMKM ayIMOJJaHHBIX

10O. P. I1ak, U. 1O. Tepéxuna

Annomayus—B nanHoil padore paccMaTpuBaercs 3ajava
MOCTPOEHUsI MHTEePNpeTANMid /ISl Mojeseli MAIIMHHOIO
o0y4yenus, kjaaccupuuupyrommx ayguogannsie. Ilpennaraercs
MO/IX0/1, 03B OJIS OLIMIi CTPOMTH HHTEPIPETALUY B BU3YaILHOI
U MNpocIymHBaeMoii (opMe mOCPeACTBOM MACKHPOBAaHMS
CMEeKTPOrpaMM Ha OCHOBe KapT BKJAA0B NPH3HAKOB W
MOCTEAYIOIEr0 BOCCTAHOBJIEHHSI CHTHANa. Jlasi moaydeHust
KapT BKJAI0B MPH3HAKOB HCMOJb30BaHbI Meroabl Saliency,
Grad-CAM, LIME u SHAP. 9t Meroabl YHHBepCaJbHbI U
MOTYT TPHMEHATHCH K MOAENSIM Pa3JIMYHBIX aAPXHTEKTYP.
¢ ¢eKTUBHOCTH NOAX0AA OUEHUBAJACH € TOYKH 3peHust
COIVIACOBAHHOCTH MHTEPINPeETAIMIi ¢ MOAETBI0 M MPOCTOTHI UX
BocnpusiTusi. IIpoBoAMINCh IKCHEPUMEHTBI € Pa3THYHBIMU
THIAMH MAacoK, a TaKKe ¢ J00aBjeHHeM (POHOBBIX LIYMOB.
Beuio  moka3zaHo, 4YTO UIST  NPENVIOKEHHOI0  MOAX0AA
Hau0oJIbIllee 3aTPyAHEHHE MPEICTABIseT KOMIIPOMHCC MEXKTY
NpUOJIMKEHHEM  TOBeIeHUs MOxeJM M NPOCTOTOIf
uHTepnperauuii. JlodaBjieHne HIYMOB He Hapyliaer o0IuX
TeH/JeHIuii, HO THI LIyMa BJIHsieT HA NOBeJeHHE MOJEIH W
XapaKTEePHCTHKH COOTBETCTBYIOLINX HHTEPIPeTANMii.

Knrouesvie C1106a—AaT0CTePUOPHAS HHTepIpeTanus,
HHTEPNpPETHPYeMOe MAaUIMHHOEe o0yveHHe, KJaccupuKammsi
ay/IHOIaAHHBIX, CIIEKTPOrpaMma.

|. BBEJEHUE

Mogenu MamMHHOTO OOyd4eHHsI, paboTarolue cO 3BYKOM,
YCIIEIIHO TPHUMEHSIOTCS A 3aja4 ayTeHTH(QHUKALUH 10
rosiocy [1], mocTaHOBKHM MEIUIIMHCKIX JHATHO30B HA OCHOBE
pECIMPATOPHBIX 3BYKOB [2], aKyCTHYECKOr0 MOHHTOPHHIA
okpyxatoueit cpenst [3], a Takke Mg OOGHAPYIKECHMS
aHOMaJIbHBIX cOOBITHI (KpHK, BoicTpen) [4]. TlepedncieHHbIe
0071aCTH MPUMEHEHHS OTHOCATCS K KPUTHUECKUM cdepam
JIeATENBHOCTH, TpeOyIomum MPO3pavYHOCTH U
Hempexas3saTocTH. bonee Toro, B Takux chepax OmmMOKH B
paboTe Mojeneii MOTYT MPUBECTH K KaTacTpo(ruecKuM
MOCIEACTBHAM. B CBs3M ¢ O3THM BaXHO 0O0OecCIednTh
HHTEPIPETUPYEMOCTh MOJENIeH, MPUHUMAOMINX Ha BXOI
ayJuoaaHHEIE.

Ilon WHTEPHPETHPYEMOCTHIO MOAEIH  MAaIIHMHHOTO
00y4eHHs TOHUMAIOT CIOCOOHOCTH OOBACHATH NPUHIUIIBI €€
paboTel B  TEPMHHAX, MOHATHBIX  4YenoBeky  [5].
HHTepnpeTupyeMoe MallmHHOE 00Yy4YeHUE U3y4aeT METOIBI,
obecrieynBalole TAaKyl0  HHTepOpeTHpyemocth  [6].
Pelenue 3a1aun nocTpoeHUs HHTEPIIPETUPY EMBIX MOIEIIEH,
HpeaHa3Ha YeHHbIX 17151 00pa00TKN M a HaJIN3a ayaHO01aHHbIX,
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3aTPyOHCHO CIeNU(UKOH TaKWX MaHHBIX: OHH HMCIOT
OOJNBIIYI0 Pa3MEpHOCTh, a AN MOHUMAHHS KOMITaKTHBIX
MPHU3HA KOBBIX MpeNCTAaBICHUA  ayauo  TpeOyrores
crenyabHble 3HaHUs B 001acTH 00paboTKy curaasa [7].

B mocnenHee BpeMs MOXHO BBIJCIHTH JBE TCHICHIMU B
peIICHUH 3a a4y MOCTPOCHUS HHTEPIIPETHPYEMBIX MOeIeit
qutst ayauo [8]. TlepBsiii OAXO/ MPEAIONAraeT aanTalyo
MOMYJISIPHBIX METOJOB, pa3pabOTaHHBIX s TaOJIUYHBIX
JAHHBIX U U300paXXeHHil, K ayauo 1a HHbIM. MHOTHE METOIbI
BBUJY  CBOCH  YHHBEPCAJIbHOCTH [CPEHOCITCS  HA
ayauonauneie 6e3 u3menenuit. Hanpumep, B [9] ¢ momobio
merogoB LIME [10] u SHAP [11] ocymecTBien moadop
Haubosiee MHOOPMATHUBHBIX TPHU3HAKOB B YaCTOTHOM U
BpPEMEHHOH 00JIaCTsX I MOJeNed MaIIMHHOTO O0ydeHHs,
pemarmmux 3agady oOHapyXXCHHWs  HEHUCIPaBHOCTEH
HHIYCTPHAIbHBIX  MaIllHH Ha OCHOBE  JIaHHBIX
ayaunonaTunkoB. B [12]merox Grad-CAM [13] npumensiercs
JUTSL aHAJIM3a PEeIIeHUH MO, 00y4eHHOH pemaTh 3a1aqy
KJacCU(pUKalMU 3BYKOB BHYTPH ITYEIMHBIX YIbeB. BTopoii
HOIXON  3aKIoYaeTcss B pa3paboTke  METOJOB,
npeHa 3Ha YCHHBIX CHEIHAJIBHO JUTS MOJIele,
MPUHUMAIOMIMX HA BXOJ JAHHBIC, YTO IIO3BOJISIET JIydYIle
YYHUTHIBATh CHENU(HUKY TAaKOTO THIA AaHHBIX. B paborax

[14]-[17] npennoxkeHsl  MOTUPUKAIMU  TOMYJISIPHBIX
METOJ0OB HHTEPIPETallMM C YYEeTOM OCOOEHHOCTEH
AyAMOJAHHBIX M WX [PH3HAKOBBIX  MPEICTaBICHHUIL

Hanpuwmep, merog SLIME [17] ocaoBan Ha merone LIME,
HO BMECTO CYNEpIHKCEeIeH HCIOIb3yeT CETrMEHTH BO
BPEMEHHOH, 9aCTOTHON MJIM 9a CTOTHO-BPEMEHHO 00acTH.
I[loMrMO amanTHPOBAHHEIX METOIOB PacCMaTPUBAIOTCA
cuenn(uIHbIle TOIXOIBI, B OCHOBE KOTOPBIX JIEKHUT
o0yueHue nexoaepa-uarepnperaTopa[18,19].

B Hacrosmel  paboTe  WcciemyeTcss  MOIXOS,
MpeIIOKEHHBIH B myOnukanuu [19], mocsameHHoi MeToxy
LMAC. JlaHHBIN TOIXO0 CTPOUT KapTy BKJIA 0B MPHU3HAKOB
C TOMOIIBI0  CIEIHWaJbHO OOYYEeHHOro  JeKojepa,
TOBTOPSIFOIIETO aPXUTEKTYPY MOJEIH B 00paTHOM IO PSIIIKE.
Ha ocHoBe mosyueHHO# ¢ €ero mMoMoubl0 KapThl CTPOUTCI
Macka, KOTOpasi HNpHUMEHSeTcs K CHekTporpamme. B
pesyibpTaTe TOJyYaeTcsl HMHTEpIpeTanus, CcoepiKamas
TOJBKO CaMble BaXXHbIE NI MpeAcKa3aHus MOJeNIu
KOMIIOHEHTHl cHekTporpaMmel. C mHmOMOIIBI0 0OpaTHBIX
mpeoOpa3oBaHMI U3 HeEe BOCCTAHABIMBACTCS CUTHAT —
HHTEpIpeTanus B IpociymuBaeMoii popme. Takoit moaxon
coueraer B cebe  IpeWMyIIecTBa  HCIIOJIB30BaHMA
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KOMIIAKTHBIX IPU3HAKOBBIX MPEJCTaBICHUH ayIHOCUrHANa,
a Takke BO3MOKHOCTB aHAJIM3a PE3yIbTaTOB HHTEPIIPETAIN
HE TOJIBKO B BH3yaJIbHOM, HO M B IIPOCTYIINBaeMoii popme.

B [19] Taxxe npuBourcs cpaBueHune LMAC ¢ apyriumu
METO/IaMH, TMO3BOJISIIOUIMMA MOJXYYUTh HHTEPIPETalMd B
BUZC KapT BKIAJOB mNpu3HakoB (aTpudynmii). OmHako
aBTOpaMH HE yTOYHSETCS, IO KaKOW Iponeaype Ha OCHOBE
THUX aTpUOYIMH CTPOWTCA Macka, W paccMaTpUBaeICsS
TOJIBKO OJIMH THII MacKH. B CBS3M C 3THUM HpeaCTaBIsCT
HHTEpEeC OLCHUTh S(PPEKTUBHOCTH MOMYJSPHBIX METOJOB
anocrepuopHoii uarepnperaimu Saliency [20], Grad-CAM,
LIME u SHAP B coyeTaHHM ¢ pa3iUYHBIMH CIIOCOOAMH
HoJy4eHus Macok (minmax, sigmoid, 6unapuzanus, topK%
BaXXHBIX  KOMIIOHCHTOB). IlepeunciacHHbIE  METOJBI
HHTEPIpPEeTalMi XOPOIIO U3yYCHBI, YHUBEPCAIBHBI U MOTYT
MPUMEHSTHCS K MOJIEIISIM Pa3INYHbIX apXUTEKTYp. B cBsi3u ¢
3TUM HCCIeIOBaHHEe WX J(PHEKTUBHOCTH B KOHTEKCTE
HOJIX0/1a, MIPEeIIoJIaTaoIiero MaCKHpOBaHHE u
BOCCTAHOBJICHHE CHTHAJa, MOXET NPHUOIM3UTH K HAC K
pa3pabOTKe  YHHBEpCAJBHOTO W yXOOHOTO  Jis
MONIb30BaTeNeH MHCTPYMEHTa WHTEPHpPETAIlMHd MOJEIeH,
MIPUHUMAIOMNX Ha BXOJ] ayAHO a HHEIE.

Pe3ynbpraThl MccaemoBaHMS MPEICTaBICHB B OTKPHITOM
penosuropuu [21].

11. METOJOJIOTUS
Iycts x € [—1,1]° — BxoaHo#t mpumep, nmpeacTaBIeHHBIH
MOCJIE0BATEIBbHOCTBIO OTCUETOB. C MOMOIIBIO
npeobpas3oBaHus T(): [-1,1]° - RF*T HoJyyaeMm

crexrporpammy X = T(x), X € RFXT | F —uucio 9acToTHEIX
moioc, T — 4ucino BpeMmeHHBIX maroB. OO003HAYNM
g(): RF*T - RK _ o106paskenue, MogenupyeMoe
nenessiM Knaccupukatopom, g(X) — mormre, pX) =
SoftMax (g(X)) — BEPOSITHOCTH.

C nomompio Meroxa unrepnperamuu G(-,-,-) 11 Moenu
g, cuekrporpammel X u kinacca ¢ € {1,2,..., K} crpourcs
KapTa BKJIAI0B IPU3HAKOB:

L=¢6(g,X,0),
U3 KoTopoii ¢ momompio dynkuuu Norm(-) momyuaercs
Macka:

M = Norm(L).
Cornacuo omucanuoit B [19] mpomenype, macka M
MIPUMEHSACTCS K CIIEKTPOTpaMMe, IOCIe Yero BBIITOIHACTCS
obpatHoe mTpeobpasoBanne Ty, (-): RPT > [-1,1]° u
BOCCTaHaBIINBA €TCS IPOCITyIIUBAEMa I HHTEPIIPETALIUS:

Xint = Tinv(X ® M)

A. Mzeneuenue NPU3HAKOB U 60CCMAHOBIEHUE CUCHALA

B  xoie wuccieqoBaHUS ~— HUCIOJB30Balach  MOJEIb,
NPUHUMAIOIIAsl Ha BXOJ NPH3HAKOBBIC MPECTaBICHHUI
CUTHAJIOB B 42 CTOTHO-BPEMECHHO obnmactu = —
9HEPreTUYECKUE CIIEKTPOTPaMMBI H MEIN-CHEKTPOTPAMMEI B
nmenubenax. Jnsg  BOCCTAaHOBIGHHS  INPOCIYIINBAEMBIX
HHTEpHpeTalHii K CHEKTPOTrpaMMaM IPUMEHSUTHCE 00pa THBIC
npeoOpa3oBaHuS.

Ha Puc. 1 mpuBeieHa cxema TpsMBIX M 0OpaTHBIX
npeobpasoBaHuii. CTpenKkaMH €O CIUIONIHBIMH JIHHUSMHA
0003HaYCHBl TOYHBIC MpeoOpa3oBaHus. [IpUOITIKEHHBIM
npeoOpa3oBaHUSIM COOTBETCTBYIOT CTPEIIKH C Ty HKTUPHBIMH
DHepPreTHYecKue CIEKTPOTpaMMBI W MeJ-
B JenuOenax BBIIEICHBI, TOCKOJBKY

JIMHUSAMUA.
CIICKTpOTpa MMbI

SBISFOTCS KOHEYHBIMU TIPU3HAKOBBIMH TIPEICTABICHUAMA
JUTS TIO/1a 1 Ha BXOJ] MOJICIIHL.
O6pamienne men-punsTpos (InvMel) — mpubnmxennas

omepanus, IpeCcTaBISIOmas coboit peleHue
ONTHMM3AIIMOHHONH  3aJla4ll  METOAOM  HAaWMEHBIIHX
KBaJpaToB. ObpaTHOe JIUCKPETHOE OKOHHOE

npeobpasoBanue ®ypre (ISTFT) — TouHas omepaius, s
BBIIIOJTHEHUS KOTOPOM UCIMOJIB3YETCs 3apaHee COXPaHEHHbII
¢dazoBeiii crekTp. Takum 00pa3oM, s IHEPrEeTHUECKOIM
CHEKTPOTPaMMBbI IPU OTCYTCTBHH MaCKHPOBAHUSI BO3MOXKHO
BOCCTaHOBJICHUE CUTHaJIa 0e3 moTephb, a B Cllydyae Mell-

CIIEKTPOIpaMMEI BO3MOYHO 2870000 MPUOTHKEHHOE
BOCCTaHOBJICHHUE.
Bxoano# curuan
Ly
STFT ISTFT
x
. arg(-) N
CnexrporpamMma % (Da30BbIH CNCKTP
L - X ¢
[ -3 (V" He™'®) «
— X
JHEepreTHHeckan PowerToDb(") A JHepreTHHeckan
CNekTporpamma cnexkrporpamma B ab
'y
Mel InvMel
v

PowerToDb( ), Men-cnekTporpamma

Men-cnexTporpamma
porp 8 a6

Puc.1. Cxema npsIMBIX 1 OOpaTHBIX NPeoOpa3oBaHMi MPH3HAKOB

B. Iocmpoenue anocmepuopmvix unmepnpemayuii

J1st mosrydeHust KapT NPU3HAKOB L B KauecTBe (QYHKLIHUH
G(-,") OBUTM WCHOJNB30BAHBI CHEAYIONME TOMyJIAPHbIE
METO/Ibl a[I0OCTEPHOPHOM HHTEPIIPETA LIHH:

Saliency [20]. CrpouT kapTy 3aMETHOCTH IPHU3HAKOB Ha
OCHOBE IpaJMeHTa JIOTUTA LENEBOro Kiacca Mo BXOIHOMY
puMepy.

Grad-CAM [13]. Ctpour kapTy 3aMETHOCTH NIPU3HAKOB Ha
OCHOBE TIpajIMeHTa JIOTHTAa LEJNEBOro Kiacca Mo TEH30py
AKTUBA M MOCIIETHETO CBEPTOYHOTO CII0SI MOICIIH.

LIME [10]. Ctpour uHTEpIIpeTaLUIO C TOMOILIBI0 00y YeHNUs
MPOCTON U UHTEPIPETUPYEMOI IO CBOEH mpupoae MoJenu,
aNIpOKCUMHPYOLIEH LIeNEeBOM Ki1accU(pUKaTop B
OKpPECTHOCTH PaccMaTPUBAaEMOTO IIpUMeEpa.

SHAP [11]. CtpouT KapTy BKJIa0B IPH3HAKOB, HCIIOIB3YS
gyucna [lemnm w3 Teopum wurp. B nmanHON pabote
ucnosn3yercs meron Deep SHAP — monudukamus merona
SHAP, B ocHoBe koTOpO#i nesxut metoa DeepLIFT [22, 23].

C. Iocmpoenue macox

PesynbraTom mpumenenns dynkuumun Norm(-) x kapte
BKJIAJIOB NPHU3HAKOB MOXET OBITh OWMHapHas Macka M €
{0,13F*T, nonHocThIO coXpaHsOmAs WIM  yAaJAIONAs
KOMITOHEHTHl CIICKTPOTpaMMbI, WM MsArkas Macka M €
[0,1]7*T, JONyCKalomas 4YacTHYHOE COXPAaHEHHE U
10/1a BIICHHAE KOMITOHEHTOB. OTMETHM, 9TO Ma CKH CTPOWIHCH
KaK JJIS TOJHBIX KapT aTpuOymuii L, Tak 1 1is kapt L, =
max (0, L), cosepxalux ToIbKO HEOTPHIATETbHBIE BKIAIbL.
[Ipn HEoOXOaUMOCTH 0COOEHHOCTH NPHUMEHEHHS (YHKIUN
Norm(:) x L u L, onuchiBaloTcs OTAeIbHO. B ocTanbHbx
CITy4asix Mbl OIpaHHYIHBAeMCS IPUBEICHIEM (OPMYIIBI IS
L. O6o3maumm f €{1,2,.., F} — HoMep 4dYacCTOTHOH
nognocel, t € {1,2,..., T}— HOMep miara o BpeMeHH.
MuHrMa KCHa ST HOpMa TH3a U
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Lg¢—min(L)
minmax _ t
Mft - n}atx(L)—r?itn(L)'
Curmouna:
sigmoid
Mft = G(Lft), rae
1
oW = -
1+exp™ 4
bunapuzanus:

N
M"Y =1{L;, > 0}.

Jlns L, 6unapusamms BEoNHANACK 1o opory T € (0,1):
bi
(mPmer) = UL > 1
bunapwuzams o topk%:
topK

(M), =1Ly = 8.
3mecs O, — mopor, pasubii (1 — k)-kBaHTHTIO Bcex
3HAUYEeHHH BKIa10B uis 3aaauuoii nonu k € (0,1]:

0, = quantile 1_k((L)f,t).

D. Mempuku kavecmsa

Jns oueHku 3¢G@PeKTUBHOCTH paccMaTPUBAEMOro MOIAX0AA

HCIIOJIB30BaJICs HAGOP METPHK, TOAPpOoOHO omrcaHHbIHN B [19].

JlanHb1ii Ha00Op METPUK OTparkaeT JjBa KPUTEPHUSI KauecTBa,

KOTOPBIM JIOJIKHBI OTBE€YaTh FEHEPUPY EMbIC HHTEPIIPETa LUK

e Coenacosannocms ¢ mooenvio. Macku, IOCTPOEHHbIE HA
OCHOBE KapT BKJIAJI0B IPU3HAKOB, JAOJDKHBI COXPAHSTh
HauOosiee Baj)kHbIE JUIS IIPEJICKa3aHMs NPU3HAKK H
0TOpachIBaTh HAMMEHEE Ba)KHBIE;

e Jlaxonuunocmy. VIHTepnperanuu, IOJIy4YEeHHbIE B
pe3yabTaTe NPUMEHEHHs MacoK K CIIEKTporpaMmaM, He
JOJDKHBI  cOZepKaTh HW30BITOYHOW WHpopManuum u
JIOJKHBI OBITH IPUIETIBHO C(OKYCHUPOBAaHBI HA HanboIee
3HAYMMBIX y4aCTKaX CIIEKTPOTPaMM.

PsimoM ¢ cokpaleHHBIMH Ha3BaHHUSAMH METPHK YKa3aHbI
CTPEJIKH:
e 1 — IIA METPUKM IIPENNOYTHTENIbHEeEe 0oJiee BBICOKOE

3HA4YCHUC,
L4 l — 4 METPUKHA NPCANOYTHTCIbHEC 0oJiee HHU3KOE
3HaA4YCHUC.
Cnez[y}oume METPUKHU OLICHUBAKOT CTCIICHb

COMIACOBAHHOCTH METOJa C MOJENbI0 IS HEKOTOPOTO
ktaccac € {1,2 ..., K}:

Faithfulness on Spectra (FF 1). 3smepsieT, HaCKOJIBKO
MaCKUPOBaHHA s 4aCTh BaXKHA IS IPEICKA 38 HUSL.

1
FF = ; n=1 FFna rae
FF, =p(X,). —p(X, ® 1 — M) .
Average Increase (Al 1). IM3mepser  cTemeHb
TMOJIOKUTEIBHOTO BIUAHNUA Ma CKUPOBAaHUA Ha MPEJICKa3a HUE.

Al= <3N 10X, @ M) > p(X,) ] x 100.
Average Drop (AD |). OuecHuBaeT MOTEPIO YBEPEHHOCTH
MOJICITH TIPY Ma CKHPOBAa HHH.

AD = 1 N max (0,p (X ) . —p (X, @M) ) % 100.
y =1 P06
Average Gain (AG 1). OuenuBaeT NPUPOCT yBEPEHHOCTH
MO/JICIIH TIPY Ma CKHPOBAa HHUH.

AG = 1 11\{:1max(O,ﬁ(Xn?M)C—ﬁ(Xn)C) % 100.
N 1-p(x)
Input  Fidelity (Fid-In 7).  OuenmBaer  moJo

MHTEPTIPETA LM, JUTS KOTOPBIX MPEIICKA3a HUE COXPAHSIETCSL.
Fid-In = %Zfl’:l 1 [argmax g(X,),. =
c
= argmax g(X, ® M) ].
c

Crnenyiomue METPUKH TpPEIHAa3HAYEHBl ISl OIEHKU
JIAKOHUYHOCTH UHTEPIIPETa LIUi:

Sparseness (SPS 1). M3mepsieT cTeneHb pa3peKeHHOCTH
(maxonmuHOCTH) HMHTepuperanuu. OCHOBaHa Ha HHJEKCE
JxuHu.

SPS =1 —2 Xi -0 (4108,

vl1 d

3neced = F - T —4ucino NIpU3HAKOB, ¥V = (v(l), e V(d)) -
BEKTOP YIOPSI0UYEHHBIX 110 HeYObIBa HUIO 3HAYEHUH BEKTOPa
v = (v;,..,v4), KOTOpBIi B CBOK OUYEpEab COJIEPIKUT
abcomoTHbIE 3HaYeHUS L.
Complexity (COMP |). CooTBeTcTByeT 3HTPOIHU
pacupezeneHus BKIa JOB IPU3HAKOB B HHTEPIPETAIIHIO.

COMP = E;[~In(P,)] = -2, B O In (P, D), tne

v.
P.() = —\ P ={P.,..,P.@}
P Yl 6o 9
I1l. DKCIIEPUMEHTBI

A. Onucanue sxcnepumenmanbHo2o cmenod

Ha6op nmanubIX. J[ns mpoBeneHus HCCIAeAOBaHUS ObBUT
BeiOpaH HabGop mauubix ESC-50 [24], comepsxkamumii 2000
aynuo3amnucen 3ByKOB OKpYyKatommei CpeIbl,
pacrpeaeneHHbx paBHOMepHO B 50 k1accoB. Habop maHABIX
pasmeneH Ha 5 OJIOKOB UISl NEPEKPECTHOH INpoBepku. B
naHHoW pabore Omoxm 1, 2 u 3 ObIM OOBEOUHEHBI B
obyuatomnryro BeIOOpKy. biiokn 4 m 5 wucmons30Baliuch B
Ka4yecTBE  BAJIMJAIIMOHHONW ©  TECTOBOW  BHIOOpKH
COOTBETCTBEHHO.

Mogaeas. /{15 npoBeneHus UCCIE0BaHUSA HA MPU3HAKOBBIX
MpeACTaBICHUAX ObUTM O0ydYeHBI MOJENH C OJMHAKOBOM
apxutexrypoir Cnnl4, mpencrasnenHoit B [25] Mogens
npenobyuena Ha Habope nanupix AudioSet [26]. B TaGuie
| npuBenensl pe3ynbTaThl o0ydeHHs Mojeneil  Ha
CIEKTpOorpaMmMax JByX THUIOB. B compoBokaaromiem
penosutopuu [21] nmpuBeaCHBI MapaMETPhl CIIEKTPOTpaMM U
noapoOHasi mpoueaypa 00ydeHus MOACICH.

Tabma |
PesynbTaTsl 00y4eHus Mozenen
Mpusnaku | Acc, % | Acc, % Acc , % Jmoxa
(00y4.) (Baua.) (TecT)
STFT-dB 87.58 79.50 78.00 20
Mel-dB 97.00 93.25 92.25 20

[Ipumenenne MeTogoJoruu. B Xome SKCIEPUMEHTOB
HCIONB30BATUCh  METOABl ~ HMHTEPIPETAIHH,  CIOCOOBI
TIOCTPOCHHUS Ma COK M METPHKH, OTTcaHHbIe B pasaene |1. s
metona LIME 611 BeiOpan pa3mep okpectHocT 1000. Deep
SHAP npumensincst ¢ onopasiM GoHOM U3 100 mpumepos.
Jns OWHapHEIX MAacOK Ha OCHOBE HEOTPHUIIATENBHBIX
aTpubynmii ucronp3oBanuck 3HaueHns T — 0.25, 0.5, 0.75.
s macok topK% ncnons3oBanucs 3HaueHus k — 5, 30, 50.

Peanu3amusi SKCHEPUMEHTOB OCHOBaHA HAa OTKPBITBIX
OubnuoTekax © HMCXOJHOM KOJE aBTOPOB METOJOB
HHTEpIpETalii U COOTBETCTBYIOIUX Iybnukanuid. B
peno3uTopun [21] MIpUBEJCH MTOJIHBIHN CIIUCOK
HCIIOJIL30BAHHBIX OHMOJHOTEK, a TaKXe CCBUIKA Ha
TIePBUYHbBIE HCTOYHHKH KOJIa.

B. Onucanue sxcnepumenmos

JkcnepumenT 1 (uncras BbIGopka). JlaHHbBII SKCIIEpUMEHT
MIPOBOAMIICS ISt 00enX Mojelneil Ha TecTOBOM BEIOOpKe 0e3
KaKUAX-TU00 MO TuDIKA IHH.

JkcnepuMenT 2 (BbIGOpKa ¢ (OHOBBIMM HIyMaMH).
JaHHBIA 3KcrepuMeHT mpoBoawics st mogenu Mel-dB,
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IIOCKOJIBKY OHA IOoKa3aja 0oiee BBICOKYIO TOYHOCTH Ha
TecTOBOH BEIOOpKE. B Xome maHHOTO SKCHEpHMEHTa K
IpHUMepaM U3 TeCTOBOM BEIOOPKH 100a BISIHNCE IPUMECH.

B kadecTtBe mpumMeceil ObUTH BEIOPAHBI CIIEAYIOIUE 3BYKH:
e  Benprii mym (white noise)?!;
e T['ynenue Texnuku B ouce (room ambience)?;
e  Cryk KomwIT u pxanue gomau (horse)s.

Takoif »SKCIEpUMEHT TIO3BOJISIET OLIEHUTb, HACKOJIBKO

3¢QexTHBHEI METOABl HHTEpIpeTanuu mnpu padore ¢
peaNNCTUIHBIMI ayINoJaHHBIMH, 0IBEP>KEHHBIMA
HCKaKCHUAM.

IV. PE3VJIbTATEI

OCHOBHBIC DPE3yJbTaThl IKCIICPHUMEHTOB MPEICTABICHBI B
puge TaOmun |1-VI. Tlonuplit HaGoOp TabmuUI 1O
MPOBEACHHBIM JKCIIEPUMEHTAM JOCTyTeH B
COINpOBOXAAIOUIEM peno3utopur [21], TOe mnpuBencHbI
Pe3yAbTATHI ISl KaXKIOW KOMOWHAIMK CLEHApPHs (YHCThIE
naHHble, White noise, room, horse) U COOTBETCTBYIOIIETO
METO[a HHTEPIIPETa [[HH.

A. Oxcnepumenm 1.

B ra6mumax Il u 11l mpeactaBieHb! CBOIHBIE pE3yTbTaThI WIS
Ny4IIUX coueTaHuil “meron+macka”. Jlyuiiee codeTanue
BBIOMpAIOCh MOCPENCTBOM  YCPEIHEHHUS IoKa3aTelei
METPHUK: B COOTBETCTBYIOUIEH TaOiume Aad JaHHOTO
CLEHapusi U METOJa: 3HAaUEHHUS B CTOJOLAaX NPHUBOJUINCH K
muamaszony [0,1], mocme dero s KaXKAOH CTPOKH
BBIUMCIISUIOCH T€OMETPUUYECKOE cpefHee (3HaUEHUSI METPUK
AD u COMP npenBapuTeIbHO HHBEPTUPOBAHUCH). JIyuIime
nokaszatenu 11t MeTpuk FF, Al, AG, Fidln, AD Bbiae/eHbI
3eJIeHBIM, XyAIme — opaHxeBbIM. s merpuk SPS u COMP
JNydIINe IOKa3aTeNH BBICICHB TOJNYOBIM, XyIIIHE —
KEJITHIM

Metoa LIME ny4inme Bcero codeTaercss ¢ OWHAapHOMH
Mackoii mo TmosHON kapre aTpuOymmit. LIME+bin
MIPOJIEMOHCTPHUPOBAJ JyUIIIUE PE3yIbTaThl IO MeTpuKaM Al
u AG mis o6eux mozenei. Jlns moxenu STFT-dB nannoe
COYEeTaHHE UMEET BTOPOH JIYUIIHA TTOKa3aTeh 10 METPUKE
AD, a mias moxenu Mel-dB — campiii gyummii, npudem ¢
OOJIBIIUM OTJIIUYHMEM OT PEe3yJbTAaTOB JAPYIHX COYETAaHUM.
CTaOuiapHO BBICOKHME PE3YJNbTATHl JOCTHUTAIOTCS W TIO
merpuke FF. 3HaumrensHo oTnmuaroTcs mokasartenu Fidln
mia obeux moxeneii: miust STFT-dB toynOCTE MOAEnHW Ha
MaCKHPOBAaHHBIX CIIEKTPOTpAaMMaxX CHIDKAETCS TOYTH Ha
10%, a g Mel-dB Tounocts Moaenu ctana 6oabire. Takoe
pasnu4re MOKHO OOBSICHHTH TE€M, YTO IepBas MOJIEIb
M3HAYaJbHO UMenia 0ojee HU3KYI0 TOYHOCTh Ha TECTOBOM
BEIOOpKE U, BEPOSTHO, Xy)XXe€ 3alOMHWIA NPU3HAKA
obyuaromeil BBHIOOpPKH. YBENIHYCHHE KadecTBa BTOPOH
MOJENM Ha MAacCKUPOBAaHHOM BXOJle SABJISETCA Kpaiine
MOJIOKUTENBHBIM PE3yJbTaTOM W TOBOPHUT O BBICOKOI

CTeleH! cornacoBaHHOCcTH codetanus LIME+bin ¢
nzyuaemoi monenbto. OgHako, cyas no merpukam COMP u
SPS, wuHTepmpeTauuW  MOJIYYalOTCS  CIOXHBIMH  H

HEA0CTATOYHO C(HOKYCHPOBAHHBIMH. OITO 3HAYHUT, YTO
JIaHHOE COYETaHUE HE CIIPABIISIETCA C KOMIIPOMHUCCOM MEXY
COTJIaCOBAaHHOCTBIO M TAaKOHUYHOCTBIO.

Xynmme — pe3ysNbTaThl  cpeaud  Hambosee
coueraHnii 1mokaspiBaeT Meton SHAP ¢

ylayHbIX
Ma CKOH

! https://freesound.org/people/theundecided/sounds/16 5058/
2 https://freesound.org/people/mzui/sounds/203297/

topK_50_pos mist mogenu STFT-dB u mackoit sigmoid mst
mozenu Mel-dB. Cyns o merpuke AD, mpu MacKupoBaHHH
CHEKTPOTPaMMBl YBEPEHHOCTh CHmXKaeTcs. [md Mojenu
STFT-dB maHHOE coueTaHMeE TOKa3a 10 BEICOKUE PE3yIbTATEI
mo merpukaMm FF u SPS, HO cyas mo moxaszatemnto FidIn
TOYHOCTh MOJENM Ha UHTEpPHpeTaluix CHHU3MIACh [0
11.75%. Cyns no merpukam SPS u COMP, unrepnperamm
MOJNyYHJIUCh  OJHOBPEMEHHO  CIOXHBIMM U Ooiee
pa3peKEeHHbIMHM, YeM IS ApYyrux codetaHuil. Ilpu sTom
HEJb3s CKa3aTh, UTO MTOKa3aTeslb SPS oka3ajics J0CTaTOYHO
BeicokuM. [lnist mogenu Mel-dB pesynbstaT mo merpuke FF
KpaliHe HHU3KHMH, TOYHOCTh MOJENHM Ha MHTEPIpeTalLusX
camsmnach no 63.50%, a cyms mo COMP wu SPS
UHTEPIPETalMU MOJNyIHINUCH CII0KHBIMU M COBEPIICHHO HE
JaKOHUYHBIMU. MOYHO clIeNaTh BBIBOJI, YTO HHTEPIPETa LIUK
cojlepKaT MHOTO KOMIOHEHTOB C Mallopa3IudUMbIMU
Cna0OBIMH BKIaJaMHd M OTHOCHTEIBHO HEOOIBINOE YHCIIO
“nmuxoB”. Ilpm 3TOM, HECMOTpPS Ha OOJIBIIOE KOJIHIECTBO
COXpaHEHHBIX IPU3HAKOB, 3TOTO HEIOCTATOYHO JUIS TOTO,
YTOOBI ITOJIOKUTEIIBHO MMOBIHATH HA YBEPEHHOCTH MOJIEITH.
Jist obenx moxeneii coueranue Saliency+ topK_50_pos
JIOCTHTAeT BBICOKMX pe3ynbTaToB mo merpukaMm FF u Al u
OTHOCHUTENHHO HIM3KMX Mo Merpuke AD. PesympTaThl mo
Metpuke AG Xyamme cpenn BceX MPUBEACHHBIX COYEeTa HUM,
a I[pW Tomade Ha BXOJ MOAEIH MaCKHPOBAaHHBIX
CIEKTPOTPAaMM €€ TOYHOCTh CHIXKaeTcs Ha 26,25-26,5%. B
COYETaHHHU C HU3KOW pa3pekeHHOCThIO (SPS) 1 HEeBBICOKOM

cioxuocteio (COMP) »5TO0 TrOBOPpUT O TOM, HTO
HUHTEPIpeTalun Saliency+topK 50 pos COXPaHSIOT
0oJbIIOE  KOJMYECTBO  NPU3HAKOB, INpHYEM  JIMIIb

OTHOCHUTEJIFHO MAaJIO€ WX YHCJIO BHOCHT 3HAYHMMBIA IO
CPaBHEHMIO C OCTAaJbHBIMH BKJaJ] B mpeackasanue. Grad-
CAM+topK_50_posua STFT-dB u Grad-CAM+bin ua Mel-
dB B 1€10M MOBTOPSIFOT 9TH TEHAEHIMH, HO MaCKHPOBAa HHE
CHEKTPOTPaMM HE CHIIKAET TOYHOCTh MOJIEIH OOJbIIe YeM
Ha 15%. Ilo metpuke AD 1OCTUTHYTO BBICOKOE KayeCTBO, HO
nokazatenu FF otHocurensHo Huskue. Takum oOpaszom,
UHTEPIPETAIMU Pa3MBIThIC, C HEOOIBIINM YHCIOM CHIBHBIX
KOMIIOHEHT, OJHAKO MAacCKHpPOBaHHAS YacTh COICPIKHT
Oomnplre, YeM B IpeABAYLIEM clly4ae, ICHCTBUTEIBHO
Ba’KHBIX yYaCTKOB CIIEKTPOTPaMM, HO IIPU 3TOM Oy THMOE
YUCIO  3HAYHMMBIX  KOMITOHCHTOB ocTaeTcs  BHE
MaCKHPOBaHHOM 00J1aCTH.

B. Oxcnepumenm 2

OCHOBHBIE pe3yJbTaThl dKCIIEPUMEHTa 2 TNpUBEICHBI B
cBoaHblx Tabmumax IV-VI. Bpibop nyymmx coueraHuid
“MmeTon+MacKka” IPOBOJUIICS MO TOH ke Mpolenype, 4To u
JUIsl dKcnepuMeHTa 1. AHalIOTMYHBIM 00pa3oM BbIJEIEHBI
I[BETOM JIYYILIUE U Xy ALIHE TOKa3a TEIH 0 METPUKAM.

Cnenyer OTMETHUTb, 4TO coueTaHus,
NpOJEeMOHCTPUPOBA BIIHE JydIlne yCpEIHEHHBIE
pe3yNbTaThl 151 YUCTOW BBIOOPKH, OKA3aJUCh TYyULIUMU U
JU1sl BBIOOPOK CO BCEMH THUITAMH LIyMOB.

Coueranue  Saliency+topK 50 pos  BHOBB naer
JOCTaTOYHO IPOCThIE, HO HEJOCTATOYHO pa3peKEHHBIE
nHTepnperanyd. [Ipn oTOpachiBaHUHM Ba)KHBIX KOMIIOHCHTOB
YBEPEHHOCTh MOJENH IMajJaeT, 0 YeM TOBOPHUT BBICOKHH
noka3aTtenb FF. TenneHuus yBennueHus yBEpeHHOCTU BHOBb
MTOJIOKUTENBHAS, HO (aKTHUECKHH HPHUPOCT KpaifHe Mall.
VHTepecHBIMI TPEACTaBIAIOTCS PE3yIbTATHl 10 METpPHUKE

® https://freesound.org/people/foxen10/sounds/149024/
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FidIn. Ha npuMepax ¢ CHHTETHYECKHMM O€NBIM IIyMOM M  pEe3yJbTaThl IO  JaHHOMY T[OKa3aTeNi0  OKa3aJIuCh
(OHOBBIM IIyMOM HHIYCTPHAIBHOTO MOMEIICHUS 3HaYUTENIHHO JIYUIle, UeM JIJIsI aHaJJOTUIHBIX IPUMEPOB 0e3
Tabmmma |l

Pe3ynbTaThl MydImmx coueTaHMit

13

meron + mMacka” s STFT-dB

Meton + Macka FF T Al T AG T FidinT SPST AD/! COMP |
Saliency + topK_50_pos 0.8042 21.2500 0.0054 0.5150 0.2462 48.3761 5.2216
Grad-CAM + topK_50_pos 0.7246 24.7500 0.2179 0.7025 0.2250 31.0750 4.7710
LIME + bin 0.7903 26.0000 14.2055 0.6850 0.2727 32.0287 10.9316
SHAP + topK_50_pos 0.8021 3.7500 0.3779 0.1175 0.4487 88.0014 9.5154
Ta6mmma 11
PesynbTars! myummx coderaHuii “meron + macka” miust Mel-dB
Mertox + Macka FF 1T AlT AG T FidinT SPST AD/! COMP |
Saliency + topK_50_pos 0.9235 17.0000 0.0108 0.6600 0.1738 34.2287 3.3646
Grad-CAM + bin 0.7189 19,5000 2.3121 0.7825 0.1955 24.3636 4.9185
LIME + bin 0.8992 28.7500 12.3594 0.9325 0.2004 8.0670 9.5342
SHAP + sigmoid 04115 1.7500 0.7060 0.6350 0.0016 45.8593 10.3755
Tabmuma 1V
Pe3ynbTarhl Ty4ylmx coderaHuii “meron + macka” mis Mel-dB(white noise), TouHocts
64.25%
Meron + macka FF T Al T AGT FidlnT SPST ADI COMP |
Saliency + topK_50_pos 0.7112 32.5000 0.0097 0.7450 0.1275 25.3430 2.4690
Grad-CAM + bin 0.5262 15.7500 2.5479 0.5100 0.2917 49.5738 5.3962
LIME + bin 0.6988 34.2500 9.1746 0.8025 0.1878 19.6633 8.0352
SHAP + sigmoid 0.4797 5.0000 1.9955 0.3800 0.0011 69.0501 10.3755
Tabmuua V
PesynbTarsl Ty4mmx coderaHuii “meron + macka” mis Mel-dB(room),
toyHoCcTh 84.50%
MeTto+ Macka FF T AlT AG T FidinT SPST AD|! COMP |
Saliency + topK_50_pos 0.8507 27.2500 0.0107 0.6850 0.1575 31.0446 3.0499
Grad-CAM + bin 0.6246 16.7500 2.4583 0.6450 0.2628 37.1844 55138
LIME + bin 0.8346 22.7500 10.0662 0.8225 0.2097 21.2241 9.7336
SHAP + sigmoid 0.5062 3.0000 1.7427 0.4875 0.0010 61.3289 10.3755
Tabmua VI
PesynbTarsl qyunmx coderanuii ‘“meron + macka” mis Mel-dB(horse), Tourocts
73.00%
Meton + macka FF T Al T AG T FidinT SPST ADI COMP |
Saliency + minmax 0.7745 10.7500 7.4014 0.2775 0.0405 72,5531 10.3718
Grad-CAM + bin 0.6468 13.7500 2.4820 0.5950 0.3117 42.4258 6.8341
LIME + bin 0.7802 40.0000 20.3605 0.8275 0.2912 16.9393 9.8295
SHAP + sigmoid 0.5248 2.0000 0.6522 0.4150 0.0011 68.3246 10.3755

npuMeceid. B To xe Bpems, Ha UHTepIpeTalusaX IPUMEPOB, K
KOTOPBIM ObUI H00aBJeH 3ByK KOMBIT M PrKaHHA JIOLIAIH,
meron Saliency nyume cpaGoranm ¢ mackoir minmax.
ToyHOCTP MOIENM 3HAYUTEIBHO CTalla HWXKE, a CaMH
HHTEPIpPETalMi CIOXKHBIC M HEJIOCTATOYHO pa3pe:KCHHBIE.
Ilpu o5TOM, HecMOTPsS Ha B IEJIOM HH3KYI CTCICHb
MOJIOKUTEIIBHOTO BIMsAHMA MackupoBanus (Al u AD),
bakruueckuii npupoct ysepeHnoctu (AG) Bblle, YeM [UIst
Macku topK_50_posB ABYX APYTHX CIICHAPHUIX.

IMosenenne Grad-CAM+bin na mnpumepax ¢ nrymom
MPOSBISICTCA WHa4Ye, 9YeM Ha YHUCTOH BeIOOpKe. [lokasaTem
FF, Al, AD u FidIn yXyammuiauce, 9To B IIeJIOM TOBOPHT O
CHIDKEHHOM TEH/ICHITNH TIPHUOITIDKCHAS I[EJIEBOTO

knaccudukatopa. Tem He MeHee, moka3atenb AG oka3zaics
HEMHOTO BBILIE, BBIPOCIU OJHOBPEMEHHO CIIOXHOCTh H
pa3peKEeHHOCTh MHTEpIpeTaluii. MOXKHO 3aKIIOYUTh, YTO
HHTEpIpETalud, HECMOTPSL Ha OOILYI0 Pa3MBITOCTb, II0-
MpeXXHEMY COJAepKaT “IHUKH’, KOTOpble B CLEHApHUAX C
IIyMOM MMEIOT OOJIBIIHI BEC, YeM B CLIEHAa pUH O€3 IIyMa.
Coueranue LIME c GuHapHO#1 Ma CKOM BHOBb OKa3bIBAETCA
HaWJIy4IIUM OTHOCHUTEIbHO METPUK COIIAaCOBAHHOCTH C
MOJENbI0, HO MHTEpPHpPETaLUd CIMIIKOM CJOXKHBIE M
HEJOCTATOYHO HpHLEIbHble. MacKkupoBaHHE HNPUBOJIUT K
BBICOKOMY IPUPOCTY YBEPEHHOCTH M HHM3KOMY IIO
CPaBHEHHUIO C APYTMMU MeTOoJaMu ee cHikeHuto. Cyns no
nokazatensim Al u AG, MeToj Jyulie BCEro CIpaBHIICS C
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OTHEICHUEM Ba’XKHBIX INPU3HAKOB
IIPEPBIBUCTHIME 3BYKaMH JIOIIA IH.
Meton SHAP B coueranmu c sigmoid-mMackoil BHOBb
MOKA3bIBAET HU3KHE PE3yIbTATHl OTHOCHUTEIBHO BCEX
MeTpuk. HTepIpeTanyu He OTpaskaroT BasKHBIX JJISI MO €I
MPU3HAKOB, ITOJIY4aIOTCS CIOKHBIMU M HeJlaKOHMYHBIMU. B

Opu  3arps3HEHUU

CLEHApHSX C IIyMOM ynyudmuinchk nokazatenu FF u Al, a
JU1s1 HEIPE€PBIBHBIX ITYMOB — AG, 0/1HaKO B KOHTEKCTE 00X
HETaTHBHBIX TCHICHLUWI TakKue HAOJIOICHUS BpsI JHU
YKa3bIBAIOT HA 3HAYMMBIC U HECITy4Ya HHBIC YTy YIICHUS.

MoXHO cKazaTh, YTO OONmMEe TEHACHIUH MOTYT
OTJINYATHCS B 3 BUCUMOCTH OT TOTO, OBLJT JIU 3aTPA3HSIOIIHN
IIYM HEMPEPBIBHBIM WU HIPEPBIBUCTHIM.

Ha Puc. 2 npezncrapieHbl MpUMEpPbl HHTEPIPETa Ui s
cHekTporpaMmel kiacca cat. IlepBerii psx wurrocTpupyer
uHTEepnperamu s moxenu STFT-dB Ha npumepe Ges
npuMmeceidl. BTopoll psm comepXUT WHTEpHpETAIMH JIs
mogenu Mel-dB Ha mpumepe 6e3 nmpumeceii. [locneayromnrue
PAABI COIEpKaT MHTEpupeTanud i moxenn Mel-dB wa
mpuUMepe ¢ TpeMsl pa3IMYHbBIMA (OHOBHIMU TpUMecsMH. B
penosuropuu [21] mocTyrieH NoaHBIA HaOOp BU3yaIbHBIX U
MIPOCITYITMBA €MBIX UHTEPIIPETA IV JJTsI ]a HHOTO IIPUMeEpa.

|. 3AKJIIOYEHUE

B pabote paccMoTpeH ciocob MOCTPOSHHS amoCTEPHUOPHBIX
HWHTEpIpeTanun MoJeneH, KJ1a CCUULIUP Y FOIIUX
ayJIuoJaHHbIe, B BU3yaIbHON M MpPOCIyIIHBaeMoOi popme,
MOCPEACTBOM  BBIJICICHHS  Hamboyiee  Ba’KHBIX  JUIS
IpeacKa3aHus YUYaCTKOB CIIEKTPOTpaMM, MaCKHPOBAaHHSA U
BOCCTAHOBIIGHUST cuTHaNa. O(PEKTHBHOCTH  TOJIXO0/a
IIPOBEpEHAa Ha TECTOBOM BEIOOPKE Oe3 mpuMecel, a Takke Ha

JAHHBIX, K KOTOPBIM OBITM N00aBICHBI (DOHOBBIEC IITyMBI.
PesynpraThl MOKazanmM, YTO HAa  TEKyIIEM  JTale
paccMaTpHBaeMbI MOAXOJX OTPAaHWYEH C TOYKH 3pEHHA
COXpaHEHHUS Pa3yMHOTO KOMIIPOMECCAa MEXAY BBICOKOH
CTETICHBIO COTJIaCOBAHHOCTH C MOJIENBIO U JIAKOHUIHOCTBIO
TeHePHUPYEMBIX HHTEPITPETA ITHH.

Il. OBCYXJEHUE

A. OcHosnvie 6b1600b1

Mertoa SHAP He MOAXOAMT AJIsI peIICHUs 3aJauu U TpedyeT
MOOU(UKAIUI AN TOJydYeHUs Oojee KadeCTBEHHBIX
pesynsTatoB. Meton Saliency B pamkax paccMOTpeHHOIO
moIX0/1a Jaer MPOCTHIE, HO HEJIOCTaTOYHO
chokycupoBaHHble nHTepHperanuu. Meton LIME oka3zascs
JYYIIMM C TOYKH 3PEHHUS COTJIaCOBAHHOCTH C MOJIEIIBIO, HO
HHTEPIPETAIMH [TOJIYIA0TCS CIOKHBIMA U M30BITOYHBIMA.
Meton Grad-CAM mpoieMOHCTPHPOBAJ POMEKY TOYHBIE
pe3yJNbTaTBl: OH  BBIACIHSECT  MEHBIIE  OCTOPOHHUX
KOMIOHEHTOB, ueM Saliency, no ycrynaer LIME no crenenn
npubmKeHnss Mozenu. Ilpu go0aBieHMHM NpHUMECEH K
BXOJIHBIM JJa HHBIM OOII[HE TPEH/IBI OCTAOTCS HCH3MCHHBIMH,
HO XapaKTep 3arpA3HsONIer0 IIyMa BIWSECT HA IOBEICHUC
MO/IEJTH 1, CIIEIOBATEIBHO, HA 0COOCHHOCTH HHTEPIIP CTAIH.

B. Ilepcnexmuswl danvHeliuux ucciedosanutl

Ha ocHOBe pe3ynbraToB paboTBl M CYIIECTBYIOIIHX

OTPaHUYCHHUH MOXXHO BBIJCIHTH CICIYIOIINE HaIpaBICHHT

OyIyIIuX UCCIIea0Ba HIMI:

e Moaudukanus METOIOB HHTEPIPETAIHHA C yYEeTOM
OCOOCHHOCTEH YaCTOTHO-BPEMEHHBIX NpEJCTa BICHHHA

Energy (

Puc. 2: TIpumeps! BU3yalbHbIX UHTEpIpETalMil Ul CIEKTporpaMM Kiiacca cat.
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ayIMOCHTHAJIOB (OCH YacTOT W BPEMEHHBIX INaroB
OTpaxXaloT (U3NUECKHEe CBOWCTBA CHTHajIa, a He
IpPOCTPaHCTBEHHBIC KOOPAUHATHI);

Pa3paboTka yHHBEpCATBHBIX METOJIOB IOCTPOCHHST
IIPOCIIYLIUBAEMbIX MHTEPIpPETALU, HE 3aBUCAIIUX OT
THMA IpeCTaBICHHUA BXOTHBIX JaHHBIX;

IlpoBenenne aHamM3a KadecTBA BOCCTAHOBICHHOIO
ayJIuo ¢ IOMOIIbI0 HA00pa 0OBEKTUBHBIX METPHUK WIIH
CyOBEKTHBHBIX OLICHOK CITyIIaTeNeH;
PacnpocTpaHeHue moaxoaa Ha APYTHE THIBI JaHHBIX
(My3bIKa, pedb, aKyCTHYECKHE CLIEHBI) U APYTUE THIIBI
3azay (MHOTOKIIacCOBas KJ1a CCU(UKA ITHST c
nepecekaoIUMUCS KilacCcaMU, CeTMEHTa U ayI1o).
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Constructing post-hoc interpretations for audio
classification models

Yu. R. Pak, I. Yu. Teryokhina

Annomayus—This paper discusses the task of constructing
interpretations for machine learning models that classify audio
data. The proposed approach enables the construction of
interpretations in both visual and listenable forms by masking
spectrograms based on feature attribution maps and
subsequently reconstructing the signal. To generate the feature
attribution maps, the methods Saliency, Grad-CAM, LIME, and
SHAP are employed. These methods are universal and can be
applied to various architectures. The effectiveness of the
approach is evaluated in terms of the fidelity of interpretations
to the model’s behavior and their perceptual simplicity.
Experiments were conducted with different types of masks as
well as with the addition of background noise. The results
demonstrate that the main challenge of the proposed approach
is achieving a compromise between accurately reflecting the
model’s behavior and producing simple, interpretable
explanations. While the addition of noise does not change global
trends, the type of noise affects model behavior and,
consequentially, the characteristics of the corresponding
interpretations.

Kmouesvie cnosa—audio data classification, interpretable
machine learning, post-hocinterpretation, spectrogram.
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