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ITopraruBubiii HybriLIT:
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00pa30BaTeIbHBIX IIEJIEN U OMBIT €T0
IPUMEHCHUS
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M. A. Matsees, O. U. Ctpensiosa

Annomayua — B craTbe mpeacTaBJIeH ONBIT pa3padoTKu U
npuMeHeHusi MOpTaTuBHOro kiacrepa HybriLIT — naérkoii
HPC-niiargopmbl, nperHa3HAYeHHOH ISl 00pa30BaTelbHBIX
meJie. Bo3pacramomas NMOTPEeOHOCTH B 00y4eHun
napaxieJbHbIM BbIYHCIeHHAM H padore ¢ HPC-cmeremamn
TpeGyeT JOCTYNHBIX M PeATHCTHYHBIX HHCTPYMEHTOB /I
NMOATOTOBKH CTYAeHTOB MW cnenuaaucros. IlopraTuBHBI
HybriLIT Bocnipou3BoauT KiI104eBbie 3JIEMEHTHI COBPeMEHH0i
BBMHCIATENBHOH HHPPACTPYKTYpPHI, BKiI04ass SSH-mocrym,
MOAYJIBHYIO cpeny, IIaHupoBmuk 3axad SLURM, mognep:xky
MHoOrompoueccopHbix  Bbluncienuit  (CPU  u  GPU),
obecrieyuBasi peaIMCTHYHBINH ONbIT B3aumoeicreus ¢ HPC-
cucremMamMu. OCHOBHBIMH TPEMMYLIECTBAMH TPEII0KEHHOTO
pelleHusl SIBJSIIOTCS HU3Kasi CTOMMOCTB, IPOCTOTA COOPKH M
BO3MOXKHOCTh ABTOHOMHOIi Pa0oThl B YCIOBHMSIX OTCYTCTBHUS
HHTEPHET-COANHEHUsI, YTO OCO0EHHO AaKTyaJbHO s
BBIE3THBIX HIKOJ, XaKATOHOB M YYeOHBIX KYPCOB B Y/aJ €HHBIX
pernonax. B crarbe nmpuBOAATCH aNmapaTHO-NPOTrpaMMHOE
onMcaHHe KJacTepa, IPUMepPbl ClieHApHEeB ero UCMOIb30BAHUS
B o0pa3oBaTeJIbHBIX MeponpusATHAX, CTATHCTHKA
NMPOBEAEHHBIX KYPCOB M PEKOMEHAANUH 10 CO3IaHHI0
AHAJIOTHYHBIX PelIeHN#i B APYTHX y4eOHBIX 3aBeJeHHUsIX.

Knioueevie cnosa — TlopratuBHbiii kiaacrep, HybriLIT,
napajnJjeibHble BbIYHCJICHHUS, yueOHbIi KJacrep,
MMHTALMOHHAS cpela, CyNIepKOMIILIOTePHOe 00y4eHue.

|. BBEJIEHUE

3HaHHI O napaJijICJIbHbIX BBIYUCIICHUAX U ITPAKTUYCCKUC

HaBBIKH OpraHusannu PECYPCOCMKHUX pacycToB B
napajJjeJIbHOM pEKUME C IPUMCHCHUEM CIICIHAJIU3UPOBAH-
HBbIX TEXHOJOTUH nporpaMMHpOBaHUSA ABJIAKOTCA B
HacCTOAIICC BpeMs H606XOI[I/IMBIM SJICMCHTOM

obpa3zoBaTensHOTO Oaraka WT-crmenmalimcTOB, MOCKOIBKY
OONBIIMHCTBO COBPEMEHHBIX BBIYUCIHUTENBHBIX CHCTEM
peasu30BaHsbI ¢ MapaluledabHoit apxurekTypoii [1-3].
CoBpeMeHHBI YpOBEHb HAYYHBIX HCCIEIOBAHUNA U
BBICOKUX TEXHOJIOTHH TpeOyeT MOCTOSIHHOTO HapaIl[iBaHHS

MIPOU3BOJUTEIIBHOCTH BBIYUCIHTENBHBIX PECYpCOB, UYTO
s¢dexTnBHO  gocTHraeTcs 3a  CYET  HCIOIB30BaHHA
KIaCTEPHBIX  CHCTEM, XapaKTePU3YIOIUXCA BBICOKOH
MacIITabupyeMOCThIO, yno06cTBOM CUCTEMHOIO

aIMAHACTPUPOBAHUSI H 3(P(EKTHBHOCTHIO IPUMCHEHUS B
TaKHX CHCTEMaX COBPEMEHHBIX METOIOB PacCIpeICICHHbIX 1
napasienbHbIXx  Bhiuucienuit [4-6]. TIpaktudyecku Bce

CYyHEepKOMIIBIOTEPHBIC aPXUTEKTYPHI TOIIOBOM
TIPOU3BOIUTEILHOCTH, BKJII0Ya EMBIE B peryispHo
obmoBimsteMelii  crmucok  TOP500 caMbIX  MOIIHBIX

BBIYHCIIUTENBHBIX CHCTEM B MHUpe [7], HOCTpOEHbI HA OCHOBE
KJ1a CTEPHBIX TEXHOJIOTHH.

OrMmeTtum, 4TO BBICOKOE OvicTpoaeiicTBHE 171
00IIeTOCTYITHOCTh COBPEMEHHBIX BBIUUCIUTENBHBIX CHCTEM
«OKOHOM-KIIacca», K  KOTOPBIM  MOXHO  OTHECTH
MepCOHAaNbHbIE KOMIBIOTEPHI, HOYTOYKM, IJIAHIIETH H
cMapT(OHBI, MO3BOJISIET YCIEIIHO PeIaTh MUPOKHUI CIIEKTP
BBIYUCIUTENBHBIX 3a7a4, YTO MOXKET CO34aTh WITIO3HUIO
MOJIHOM JOCTATOYHOCTU STUX BBIYUCIUTENBHBIX CPEICTB
U1 BceX cep 4e0BEYECKOH KU3HENeATeIBHOCTH. Mexny
TEM CYyIIECTBYEeT OTPOMHOE KOJMYECTBO TaK Ha3bIBaEMBIX
«Oonpmmx 3amauy [8], Mg pelieHUs KOTOPBIX TPeOyITCs
3HAYHUTENBHBIC 00BEMBI TAMATH U 32 TPATH KOMITBIOTEPHOTO
BpeMEHH, JOCTYIHBIE TOJBKO Ha OYEHb MOIIHBIX
BEIYUCIIUTENBHEIX CHUCTEMaX, HMMEIOMNX I1apajiIeNbHYIO
(MHOTOSIEPHYIO ¥ MHOTOIIPOILIECCOPHYIO), TETEPOTCHHYIO H
pacmupereNeHHyl0 — apxXuTekrypy. IlomoOHble 3amaunm
BO3HHKAIOT M B HAYUYHBIX HCCIETOBAHMAX (MOJEKYJIIpHAS
Ouosorus, GU3MKa BHICOKUX IHEPTHIA, KITUMATOJOTHS U IIp.),
n B OaHKOBCKOW cdepe, W mpu 00pabOTKe ITOMUCKOBBIX
3aIPOCOB, W B IPOMBIIUICHHBIX BBICOKOTEXHOJIOTHYIHBIX
pa3paboTKax (KOMIIBIOTEPHOE MOIETHPOBAa HAE KPAIII-TECTOB
B aBTOMOOMIE- M CaMOJETOCTPOCHHH, CO3JaHHE HOBBIX
JEKapCTBCHHBIX IPENapaToB, ONTHUMHU3ANUSA CIIOPTHBHOTO
CHapsDKeHHS U 1p.). Jas pelneHHs MMEHHO TaKuX 3ajad
HEOOXOAWMBI ~ BBIUYUCIHUTENBHBIE  CHCTEMBI  TOMOBOH
MIPOU3BOAUTENBHOCTH U HHCTPYMEHTHI AN pacdyeToB Ha
TaKHX CHCTEMAaX.

OpraHu3amus BbICOKONIPOHM3BOIUTEIBHBIX BBIYMCICHUI
(HPC, High Performance Computing) Ha
CYNepKOMIBIOTEPHBIX CHCTEMaxX TpeOyeT crenuaabHbIX
HAaBBIKOB  pa3pabOTKM  aJropuTMOB M IIPUMEHEHUS
TEXHOJOTHH MPOrpaMMHPOBAHUS, OPHEHTHPOBAHHBIX Ha
napaJielbHyl0 apXHUTEKTypy Takux cucrem. Iloatomy B
locynapctBenHoM  yHuBepcurere «[lyOHa» CTydeHTHI
HAYMHAIOT 3HAKOMCTBO C TEXHOJIOTHAMH MapaJlelbHOIOo
MpOrpaMMHpPOBAHUS M  OpPraHU3alUM  TapasleldbHBIX
BBIYMCICHUA yxke Ha mepBoM Kkypce [9], B pamkax
JUCLUIUTAHBI «APXUTEKTYPa BBIYUCIHUTENBHBIX CUCTEM.

Bonee 20 ner oOy4eHHEe TEXHOJIOTHAM IapajuICIFHOTO
MIporpaMMHPOBaHUSA HA pa3HBIX KypcaX B ['ocy1apcTBeHHOM
yHHEBepcHuTeTe «/[yOHa)» IPOBOAMIOCH C HCIIOJIB30BaHHEM
BBIYUCIIUTEIBHBIX pecypcos JlabopaTopuu
nHPOPMATIMOHHEIX ~TexHoyormit mMm. M.I. Memepskosa

118



InternationalJournalof Open Information Technologies ISSN: 2307-8162 vol. 14, no. 1, 2026

OO0BeAMHEHHOTO MHCTHUTYTa SAEpHBIX HcciaenoBaunit (JIMT
OUsIN), B ToM umcine, HauuHass ¢ 2016 roma, — Ha
TeTepOreHHO# BbIUHCHUTENbHONW 1uTaTdopme HybriLIT,
KOTOpasi SBJISIETCS 4acThlo  MHOTO(YHKIHOHAIHHOTO
MH(GOPMAIIMOHHO-BEIUUCIUTENBHOTO KoMmIekca (MUBK)
JIAT OUSU [10,11]. TInatpopma HybriLIT B Hacrosmiee
BpeMs BKIIOUaeT B ceds cynepkommbiotep « OBOPYH» u
yuebHo-rectoBbiit momuron HybriLIT (kmacrep HybriLIT),
MMEIOIIYE eUHY 0 IPOTPaMMHO -MH(POPMA IHOHHYIO CPEy.

IopratuBueii kaacrep HybriLIT, paspaGoranssiii B
JIUT OUAU, Obu1 BBemEH B JKCIUTyaTallMi0O B paMKax
00pa3oBaTENbHON  JEATENBHOCTH | 0CyJapCTBEHHOTO
yHuBepcutreta «JlyoHa» B koHie 2021 roma B CBA3U C

OTPAHUYUTENBHBIMU  MepaMH,  HAaNpaBICHHBIMU  Ha
MOBBIIEHHE YPOBHA  0€30MaCHOCTH  BBIYUCIUTEIBHOU
nHdpacTpykrypsl OUSAUM, d¥TO chemano HEBO3MOXKHBIM

OPTaHM30BBIBATH JOCTYNI K BBIYHCIUTEIBHBIM pecypcaM
OUSAM nns Bo3pocwero Kkosivmuectsa cryaeHros UT-
npodusa. C 3TOTO BpeMEHH BEIYUCIHUTEIBHBIE TTPaKTHKY MBI
0 JUCHUIUIMHAM, TPeIyCMAaTPHUBAIOIINM W3Y4YCHHE W
OCBOGHHE  HABBHIKOB  IMApPaJUICHBHBIX  BBIYHCICHHIA
«ApXHUTEKTypa BBIYHCIUTENBHBIX cHUcTeM» U «TexHomorun
BBICOKOTIPOM3BOIUTEILHBIX BEIYNCIICHHI» (0aKkanaBpuar), a

TaKKE 1O Kypcy <«ApXUTEKTypa U  TEXHOJIOTHHU
BBICOKOTIPOM3BOAUTEIBHBIX CHCTEM» (MAaTUCTpaTypa) —
OpOXOJAT HAa YCTAHOBIEHHOM Jld 3TOM Uenu B

I'ocynapctBeHHOM yHHUBepcurere «JlyOHa» MOOMIBHOM
y4eOHO-BBIYUCIUTENBHOM KiIacTepe (Jajiee — mopTaTHBHBIN
kiacrep). IlopratuBHbiii kmacrep HybriLIT, xors wu
3HAYUTENBHO  YCTylaeT 1O  NPOU3BOJUTEIBHOCTH,
KOJIMYECTBY BBIYMCIHMTEJIBHBIX Y3JI0B, 00BEMYy HaMsiTH U
IpyruM mapameTrpam pecypcam miatdopmser HybriLIT B
JINT OUSMN, mo3BonsieT CTyAEHTaM HE TOJBKO YCIELIHO
0CBOUTH 0a30Bble TEXHOJIOTMM M METOJbI MapasulelIbHBIX
BBIYHMCIICHUH, HO M NOJyYUTh NPaKTHYECKUI OMBIT PaOOTHI
Ha  BBIYUCIHUTENBHBIX  CHCTEMax C  IapaJule]bHON
APXUTEKTYpPOH B paMKax HH(OPMAIMOHHO-IIPOrPaMMHOMN
Cpelbl, XapaKTepHOH Il Ta KUX BBICOKOTIPO M3BOANTEIBHBIX
pecypcoB, Kak cynepkommnbiotep «[ oBOpyH».

YeThIpeXI€THUH ONBIT TNPHUMEHEHHS HOPTATHUBHOTO
y4eOHO-BEIYUCIUTENBHOTO KIacTepa B 00pa30BaTEIbHBIX
LeNnsX MOATBEPAMI  HAJEXKHOCTh, 3(PEKTUBHOCTE U
yano0CTBO TaKOTO NMPOTpaMMHO-aNMapaTHOTO peuieHus. B
TaHHON paboTe OmMcaHBl OCOOCHHOCTH apPXUTEKTYPHl U
IPOTPaMMHOTO oOOecliedeHnss IOPTAaTUBHOTO KlIacTepa
HybriLIT u ocoOeHHOCTH €ro HCIOJb30BaHUSI B paMKax
oOpa3oBaTenbpHON IPOTPaMMBI TocynapcTBeHHOTO
yHuBepcurera «/{yoHa».

OrMeTnM, 9TO HMOMHMO PEryJISPHBIX y4eOHBIX KypCOB
OIUCAHHBIN HNOPTAaTUBHBIN KIIacTep MOXKET
paccMaTpuUBaThCS KaK yA00HOE U OTHOCUTEIBHO HEIOPOTOoe
pelIeHne A MPOBeACHUS yUeOHBIX MPAKTHK U 3aHATHI 11O
napajaelbHOro IPOrpaMMHMPOBAHHMIO U IPOBEACHUIO
TPEHHUHTOB 110 BBICOKOTIPOM3BOAMUTEIBHBIM BBHIYHCICHUSAM B
reorpa(Uuecku yJaJeHHbIX MECTaX C OYEHb IIOXUM MU
MOJHOCTBIO OTCYTCTBYIOIIUM HWHTEPHET-COCIUHEHUEM, IIe
HNOJKIIOYEHNE K BBIUUCIUTEIbHON HHPPACTPYKType KaKoi-
1100 OpraHU3alMU BO BPeMs 3aHATHH HEBO3MOKHO. OIBIT
UCTIOIB30BaHMsI MOPTATHBHOTO KIacTepa B TaKOM pexXuUMe
mokaszaax ero A(QEeKTHBHOCT, B pPaMKaX HPOBEICHUS
TyTopuaynoB B JleTHMX HaydHBIX IIKonax «JIMmHD»

(0. JTumus), a TakKe 3aHATHH M XaKATOHOB B pPaMKax
MEKAYHAPONHBIX  JETHHX INKOJ  MOJIOABIX  YUYEHBIX
«CoBpeMeHHbIe  MH(GOpPMALIMOHHBIE  TEXHOJIOTUH IS
pelIeHNs HayYHBIX U IPUKIIa THBIX 3aga9» (Baanukaskasz) u
OIkonsr mo wuHpOPMAIMOHHBIM TexHosorusm OSSN

(dybna).

1. TIOPTATHUBHBII HYBRILIT — OCOBEHHOCTHU
ATITITAPATHOY KOHOUT'Y PAITAN

[IpennoxxeHHOE pelIeHne C TOUKH 3PEHUS apXUTEKTY Pl
NOPTaTUBHOIO MHUHH-KJIacTepa BKIIIOYAET OAVH
BBICOKOCKOPOCTHOM MapLIpyTU3aTOP, CIIOCOOHBII
00CTyXUBaTH MHOKECTBO OJHOBPEMEHHBIX IMOJIKIIOUCHUIH,
1 HECKOJNBKO (KaK MUHHMYM JBa) KOMIBIOTEPOB, KOTOPHIE
NIPEAOCTABIAIOT CEPBUCHl I0Jb30BaTENsIM. KoMIbloTepbl
nogkioyaroress k1 Gbps mopram mapmpyrtusatopa c
ITOMOIIBIO CETEBEIX Kalbeei.

Iopratususit xiactep HybriLIT Bkmrouaer B cebst Tpu
y3ma B  kommaktHOM  ¢opmate  Tiny  (Micro),
o0ecreunBaIomux HE00X0TNMY10 BEIYUCIIUTENBHY IO
MOITHOCTH ¥ (D)YHKIIMOHAJ JIIS BRITTOJIHEHHS YUEOHBIX 32124
B obiactu mapasuieibHbelX BhluuciacHuid (Puc.1). TanHas

BBIYUCIIUTCIIBHA A CucTeMa OoCTpOCHA Ha OCHOBEC
KOMIIBIOTEPOB ({0) CclIeayrnumumMn anmnapaTHbIMA
XapaKTCpUCTHKA MU

+ 2 x Lenovo ThinkStation P330

» mponeccop Intel Core i7-8700T (6 smep, 12
TOTOKOB);

+ rpacdugeckuit yckoputens Nvidia Quadro P1000;

* omepaTuBHas namats 006éMoM 32 I'b;

+ cereBoit uutepdeiic Ethernet 1 Gb/s.

+ 1 x Dell OptiPlex 7070

+ nporeccop Intel Core i9-9900 (8 sinep, 16 moTokoB);

* omepaTuBHas MaMaTh 006éMoM 16 I';

+ cereBoii uarepdeiic Ethernet 1 Gb/s.

MopTaTuBHbLIA YHEOHO-BLINUCUTENLHBIA KNacTep

r-----------——- -------‘--—---—q r---——---------

Ysen 0 Yzen 1 Yaen 2
ined Core 19-9800 Intel Core i7-8700T Intel Core i7-87007
8 physical cores 6 physical cores 6 physical cores

2 threads per core
12 logicaé cores

2 threads per core

1
|

1

1

1

H 2 threads per core
i 16 logical cores

1

i

1

|

1

1

12 kogical cores

16 GB RAM 32 GB RAM 32 GB RAM
NVME 500 GB Nvidia Quadro P1000 Nviga Quadro P1000
Nebtwork - 1 Ghit'sec NVME 500 GB NVME 500 G8

Network « 1 Gbit'sec Network - 1 Gbit/sec

PP S E S ———

—————— -
-

Capancho-

b muO Burmonurensease yanu ¢ GPU

Puc. 1. AnmapaTtHas koH(Urypanus HIOPTaTUBHOTO Y4eOHO-
BBIUUCIIUTENBHOTO KIAcTepa, BKIIYAIONIETO CEPBUCHO-
BBIYUCIIUTEIBHBINA Y3€1 U 1B BEIYUCIUTEIbHBIX y37a.

Hecmorps Ha TO, uyTOo OONBIIYI0O YacTh BPEMEHHU
HOPTATHBHBIN KIACTEP MCIOJB3YyEeTCS B CETH OpraHM3aLHN
pU TPOBEACHUHM TMPAKTHUYECKHX 3aHITHH MO Kypcam,
MPE/IOoNaraloiM OCBOCHHE HAaBBIKOB MapaJlielibHbIX
BBIYKCIICHUH, OH Takke BkiIoudaeT B cebs WiFi-poytep,
KOTODPBI  obecrnedynBaeT  BO3MOXKHOCTb aBTOHOMHOTO
HCIIOJIb30BAHHS  CHUCTEMbl B  YCIOBHSX  OTCYTCTBHUS
HHTEPHET-COEAMHEeHUss. B TakoM pexume MOJIb30BaTENH
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MOJKITI0YAOTCA K ceTH kiactepa dyepe3 WiFi u momygarot
JIOCTYT K €T0 pecypcam, BKIodas SSH-ogkIoYeHue u Bce
HE0O0XO0INMBIE CEPBHCHI.

B apxurekrype KimacTepa BBIEIACTCS CEPBHUCHO-
BBIYUCIIATENBHBIN y3e (y3en 0 Ha puc. 1), peann3oBaHHBII
Ha 6a3e cepBepa Dell OptiPlex 7070. DToT y3en He ocHAMEH
JIUCKPETHBIM Tpa QIaecKiM yCKOPHUTENIEeM, OTHaKO o0anaer
YBEITMYEHHBIM KOJIMYECTBOM  sAep  LEHTPAJIBHOTO
npoueccopa U Ooinee OOBEMHBIM JIOKAJIBHBIM JUCKOBBIM
XPaHWIHIIEM [0 CPaBHEHHIO C OCTAaJbHBIMH Yy3JIaMH.
Ha HéM pa3MelieHbl OCHOBHBIC CEPBHCHI yIpPaBICHUS
kinactepoM, Brirovast SSH-noctyn, NFS, LDAP u SLURM.
I[Ipyu »sTOM paHHBIA y3€1 MOXET HCIHOJB30BATHCH KakK
MIOJIHOLIEHHBIHN BEIYUCIUTENBHBIN pecypc.

Hpyrue nBa cepsepa (y3en | u y3en 2) QyHKUHOHUPYIOT
KaK BBIYHMCIHTEIBHBIC Y31l C Tpa(UuecKuM yCKOpUTEIIEM,
obecreunBasi MOJNACPXKKY MHapaJIeIbHBIX M TUOPUAHBIX
peluncinenuit Ha 0Oasze CPU u GPU, uyro mo3Boiser
s¢dexTrBHO pemaTh ydeOHBIE 3aJaud B TapajuIeIbHOM
pexnme. Bce Tpm cepBepa OOBEAWHEHBI B EIHUHYIO
BBIYUCIIUTEIBHY IO CUCTEMY, MIPEI0CTa BISIOMIY 0
MOJTB30BATEISAM  BO3MOXHOCTH  pabOTBI B cpeje,
MaKCHUMaJBbHO  NPHONMKEHHOW K  HMHPpacTpyKType
COBPEMEHHBIX HPC-xommiekcos, BKJTKOYA ST
BBIYMCIIUTENbHBIE pecypchl wiaThopmer HybriLIT.

111, TIOPTATHUBHBIN HYBRILIT — CHCTEMHOE
MMPOI'PAMMHOE OBECITEYEHUE 1 OCOBEHHOCTH
OPI'AHU3AIIMM PABOTBIHA KJIACTEPE

Crtpykrypa anmnapaTHO-POrpaMMHOTO CpeIb
nopraTtuBHOTO Kitacrepa HybriLIT npencrasnena Ha puc. 2.
Kak ymommuanoce Beimme, y3enm O BBIOJHAET (QyHKIUU
CEPBHUCHO-BBIYNCIUTENBHOTO y37a ¥ TOJh30BaTEIBCKOTO
nHTEepdeiica, B To BpeMs Kak y3Ibl 1 U 2 QyHKIHOHUPYIOT
KaK BBIYUCIUTENBHBIC Y3IBl C HONICPKKOH THOPHUIHBIX
Beryucienuii Ha 6aze CPU u GPU.

Jis pacnpeneneHus BBIYUCIHUTENBHBIX PECYPCOB MEKAY
MOJB30BATENSAMU, a TaKkKe I YNpaBIeHHA OYepe]blo
3ajanuil B nopratuBHoM kiaacrepe HybriLIT ucnonssyercs
mwianupoBiuk 3agady SLURM. B mponecce BbIMOTHEHHS
3aJlaHUIl dYepe3 IUIAHUPOBIIUK INPOTPaMMaM HEOOXOIUM
JOCTYIl K  TOJB30BAaTENbCKUM  JAaHHBIM, KOTOPBIH
obecrieunBaeTCs ¢ MOMOINBIO ceTeBOH (ailmoBoi cuCTeMBI
NFS. Taxoe pemeHue MO3BOJSET OPTAaHU30BATh EAHHOE
IPOCTPAHCTBO JaHHBIX, JOCTYITHOE Ha BCEX
BBIYUCIIMTENIBHBIX Y3lIaX KJIacTepa.

3amaum monb30oBaTeneil kIaccuumupyloTcs Ha JiBa
OCHOBHBIX THIA B 3aBHCHMOCTH OT HCIIOJIB3YEMBIX
BBIUUCIINTENBHEIX pecypcoB — CPU-opueHTHpoBaHHBIE H
GPU-opueHTHpOBaHHBIE, IO3TOMY IS  yIpaBICHHA
IPOTPAaMMHEIMH OKPY)XEHHSIMH B CHCTEME YCTaHOBIICH
maker Environment Modules, koTopsiii mo3BoJisieT THOKO
HMOJKIIOYaTh HE0OXOJUMble OMOIMOTEKM M WHCTPYMEHTBHI.
[lpyMeHeHHe TaKOro MOAYJIBHOTO MOAXoxa obecrednBact
MOJIb30BaTENsAM MOPTATHBHOTO KlIacTepa BO3MOXHOCTb
paboTel B BBIYHCIMTENBHOW  cpele, aHAaJIOTHYHOU
nosHO Gy HKIHOHATBHOMY HPC-KOMITIEKCY .

ANnapaTHO-NPOrpaMMHOE OKPYKEHWE NOPTATUBHOTO KnacTepa

o o

i . ' i
H Nonusosarenucxui : 1 Copancid cHCTemMHoro | Asaswrwsecomit H
! wnTepdpenc (Yaen 0) i lypomns coponc !
I
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I e prrerere =S eENPe-TEEEw ca a2 2o 4]
. oy
1 BLiMHCHMTENLMLIC YarT 1
1
1 Yaen 0 Yaen 1 Yaen 2 1
! e | | e |
1
s sl H~-IgH - E
g I
18 0 E - F :
] = 2 g = 1_;
'l 8 3 i 3 F -
|

e o o o e e e e e e e e e e e e e

Puc. 2. Ctpykrypa anmapaTHO-IPOTPaAaMMHOTO OKPYXEHHUS
nopraTuHOTO Knactepa HybriLIT.

B npouecce 3aHATHHI

OCYIIECTBISIIOT

TIPOBEJICHUS
MOJKIIOUYCHHUE K

M0JIb30BaTENN

CEPBHUCHO-
BBIYUCIIUTEIBPHOMY Y31y mopTaTuBHOTO Kinactepa HybriLIT
npeumyniecTBeHHO 1o npotokonamM SSH wnm SFTP, uto
MO3BOJISICT MM paboTaTh B KOMAaHIHON CTPOKE, IepeaaBaTh
(Galnel W ynpaBIATh BBIYMCIUTEIBHBIMA 3amadamu. Jlms

yao0cTBa paboThI BO3MOYHO WCTIOJIB30Ba HUE
JOTIOTHATENBHBIX IIPOTPAMMHBIX HHCTPYMEHTOB, TAKHX KaK
PuTTY, WinSCP wmm X2Go, moaxepknBaeMBIX

Pa3IUYHBIMY ONIEPA IUOHHBIMU CUCTEMAMHU.

B mopratuBHOM Kknactepe HybriLIT yuérHbie 3amucu
MoJIb30BaTeNedl Cco37aloTCd CHELUAalbHO JUIsl KaXJIOTo
00pa30BaTENBHOTO Kypca WU SBIAIOTCA BpEeMEHHBIMH. J{is
oOecredeHust CTpYKTypUpPOBaHHOTO JocTyna (GpopMUpyeTcs
OTJENbHBIN MyJl Y4ETHBIX 3aluced, KOTOPBIM mepenaércs
IpenojaBaTeNaM AN paclpeneleHus Cpelu CIylIaTeNeH.
Taxoli MmoaxoJ] NO3BOJISET OPTaHU30BAaTh YIpaBISEMbIH
JOCTYI K pecypcaMKIacTepa U paloHaIbHO PacIpenensaTh
BBIYUCIIUTENBHBIE MOIITHOCTH B PaMKax yueOHOro mpoiecca.

Kaxnomy nonbp3oBaTento NpegocTaBilsgeTCs BO3MOKHOCTb
CaMOCTOSTEIbHO U3MEHATH NaPOJIb CBOCH yUETHOMU 3aIuUCH,
YTO CHOCOOCTBYET IOBBIIICHUIO YPOBHSA 0€30MaCHOCTH U

3amuTe KOHOGWACHOMANBHOM WHOpOpPMAaIMH. YUETHEIC
3alUCU  YJAJSIIOTCA 10 3aBEpIIEHHU Kypca BMeEcCTe
C TTOJIB30BATECNBCKIMH  JaHHBIMHA.  Takas  IpakTHKa
obecrieunBaeT IIOATOTOBKY HHPaCTPYKTYPHI K
NIPOBEICHHUIO NOCIEAYIOIIUX 00pa3oBaTEIBHBIX
MEPONpPUATUI u CHOCOOCTBYET COXpaHEHHUIO
KOH(UICHINATFHOCTH NOJIB30Ba TEIbCKOH HHPOpMAa IHH.

Kak  yxe  ynomuHaloch  BbllIE,  II0Jb30BaTellb,
MOAKIIOYAsiCh K TopTraTuBHOMY Kiactepy HybrilIT,

JOJDKEH HWMEThb BO3MOXHOCTH paboTaTh B YCIOBHSAX,
MaKCUMaJIbHO MPHUOMIKEHHBIX K peasbHbIM. [t 3TOr0 OH
JIOJIKCH:

* UMEeTh BO3MOXXHOCTb CO3AaBaTh M PEJAKTUPOBATH CBOU
(haiinel, a Takoke OCYIIECTBIATH KOMIMISIUIO IPOTPAMM;

* 32y CKaTh BEIYUCIUTEIBHBIC 33 1a HUSI C HCIIOJIb30Ba HUEM
mnaHupoBiuka 3agay SLURM;

* TOJIy9aTh HHYOPMALIHIO O TOCTYIHBIX BEIYUCITUTEIBHBIX
pecypcax, BKIIOYash KOJIHMYECTBO JOCTYIHBIX SIep H
Hannaue GPU;

* UMETh BO3MOXXHOCTPH 3aTPy’KaTh HEOOXOJUMBIE MOIYIH
nporpaMMHoOro okpyxenus (Hanpumep, OpenMPI, CUDA)
gyepe3 cucreMy Environment Modules;
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* HCIOJIb30BaTh BCE JIOCTYIHBIE BBIYUCIUTEIbHbIC
pecypcsl  MOAKIIOUEHHBIX  y3JI0B 1A  HMMHTaLUU
MHOTOIIPOLIECCOPHOM cpeibl ¢ moaaepxkoit MPI;

* mpu Hammuuu GPU Ha Bcex y3max 3amyckaTh
MIPWIOKCHHS, UCTIONB3YIOIINE THOPHIHBIC BBIYHCICHUS Ha
6a3e MPI u CUDA.

Bce 3TH BO3MOXKHOCTH 00ECIIEUMBAIOTCS Pealin30BaHHOM
anmnapaTHO-TIPOTPaMMHOM Cpeaoi MOPTaTUBHOTO KilacTepa

HybriLIT.

V. BHEJIPEHUE B YUEBHbII ITPOLIECC — U3YYAEMBIE
TEXHOJIOI'MU 1 CTATUCTUKA NCITOJIb3OBAHI S

MoOnTBHBIH y4eOHO -BEIYHCITUTEITHHBIH KacTep,
HCTIONB3yeMBIli B YHuBepcutere «JlyOHa», mpeaHa3HaueH
JUISL IpaKTHIeckoro ocBoeHus texnonoruit MPI, OpenMP u

CUDA, otHOcsmmxcs K TOMNYJSIPHBIM H  aKTHBHO
HCTIOTB3YEMBIM UHCTPYMEHTaM IapajuIeaTbHOro
IporpaMMHPOBaHUSL.

Hecmotps Ha TO, uTto TexHojorun MPI (Message Passing
Interface) u OpenMP (Open specifications for Multi-
Processing) 6sutn paspabortansl u BHeapeHsl B 1990-x rr.,
OHH MPOJOJDKAIOT OCTABAaTHCS aKTUBHO HCIOJIH3YEMBIMH H

BXOISAT B  COCTaB  CTaHAApTHOIO  IIPOrPaMMHOIO
obecrieueHrsi MpakTHYecKd J000Oro Kiacrepa HIH
CYNEpKOMIIbIOTEpa, MPH OSTOM MMEIOTCS BO3MOXKHOCTH

pa6otsl ¢ MPI u OpenMP Ha mepcoHaJbHBIX U MOOHMIBHBIX
kommnbloTepax. O0e TEXHOJIOTUM COBMECTUMBI KaK MEXAY
co0ol, Tak M C¢ MHOTHMH JPYTHMH TEXHOJIOTHIMHI
[IporpaMMHPOBaHUS.

Texnosorust MPI [12] pa3pabaTsiBanacs c opueHTaIMe i B
MEepBYI0 OYepeqb Ha BBIYHCIUTCIBHBIC CHCTEMBI C
pacmpeneneHHOW — mamaTBIO. B maeannsupoBaHHOM
MIpEICTaBICHIN TaKas BEIYUCIHUTENBHAS CHCTEMBI COCTOUT
W3 TPYNIBl OJHOPORHBIX Iapajule]bHO paboTaroux
BBIYHCIIUTENBHBIX ycTpoiicTB (MPI-niporieccoB), B KaxaoM
13 KOTOPBIX UMeeTcs cOOCTBEHHAs JIOKaJibHasI MaMsiTh. Bee
MIPOIECCH BBIMOJHAIOT EAWHYI MpOrpaMMy, HPH 3TOM
Ka)KIBIH Tporiecc paboTaeTr HaJ MaHHBIMA B COOCTBEHHOM
JOKaJNbHOW TMaMATH ¥ TpU HEOOXOAMMOCTH HUMEeT
BO3MOXXHOCTh OOMEHHBATHECA MAHHBIMH C OCTAJIbHBIMH
IIPOIECCaMH B TPYTIIIE.

Texunonorust MPI opranmnzoBana B Bune 6ubnuorexu MPI-
¢byHKOM, 0OeceYnBaONIMX pa3InIHbIC BapHaHTH 0OMeHa
JaHHBIMH MeXAy mnapayuensHsiMa  MPI-nponeccamu.
Konuenmus MPI-nporpamMmmupoBaHus HE 3aBHCHT  OT
KOHKPETHOH BBIUUCIUTEIBHON apXUTEKTYPHI U B Ha CTOSIIEE
Bpema MPI ycnemHno wucnonb3yeTcs Ha MHOTOSAEPHBIX

APXHUTEKTYpaxX, OTHOCALNIMXCA K CHUCTEMaM ¢ oOuen
NaMATHIO.

B omanume or MPI, texunomorus OpenMP [13]
NpeCTaBISET co00l  BapWaHT  MHOTOMOTOYHOTO

[IpOTpaMMHUPOBAaHUS U MpeAHa3HadYeHa sl OpraHu3aluu
mapaJuledbHBIX BBIYUCICHHI Ha KOMIIBIOTEpax ¢ oOmiel
namiaThlo  (BKJIIOYasi, €CTECTBEHHO, M MHOIOSJEpHbIE
apxuTekrypsl). KoHuenuus peanuzanuu napajjienausMa B
OpenMP ocHOBaHa Ha JAHWPEKTHBaX KOMIIIATOPY JUIS

BBIJICIICHAS TIapaJUleTbHBIX oOjacTed B TpoTpamMme,
napaiieJbHOTO BBITIOJIHEHUS IUKIOB W HE3aBUCUMBIX
(dparmMeHTOB KOMITBIOTEPHOTO KoJia. bnaronaps

paBHOTIPaBHOMY JOCTYIy K oOmmIeld MaMsATH W3 pa3HbIX

OpenMP-HuTe#t, OTCYTCTBYyeT HEOOXOAMMOCTh  SIBHBIX
MEPECBUIOK JaHHBIX. Hanuuue BO3MOKHOCTEH
aBTOMATHYECKOTO  pacHapaulelHBaHUS  LUKIOB |
HE3aBHCUMBIX (pparMeHTOB B IIEJIOM yIpoIaeT pa3paboTKy
MIPOTPaMMBI. Ormetnm, 9T0  Ha COBPEMEHHBIX
MHOTOSIICPHBIX APXUTEKTypax pasludus MeXIy IBYMs
9TUMHU TE€XHOJIOTHSAMH C TOUKHU 3PEHHS IPOU3BOIUTEILHOCTH
BBIUHCIICHUI  «CTNaXUBAIOTCS», MO3TOMY  pealu3alus
MHorux anroputmoB Ha MPlI u OpenMP oGecneunBaer
CONOCTaBUMBIE BpEMEHa CueTa U JUHAMHUKY YCKOpPEHUS
BBIYUCIICHHS] NIPU YBEIHMUEHHH KOJHMYECTBA MapalyiedbHbIX
MPI-mpoueccos u OpenMP-uuteii [14].

Cpenu TEXHOIOTHUI, OpPUEHTUPOBAHHBIX Ha CIeLUAaIbHbIE
BBIYUCIIUTENBHBIE APXUTEKTYPHI, HaHOOIBIIYIO
MOMyJISIPHOCTh B HACTOSIIEE BpeMs HMEET TEXHOJIOTHUS
CUDA [15], paspaGorannas xommanuedl Nvidia s
TpOTpaMMHUpPOBa HUS Ha “ruOpuIHBIX " CHCTEMAX,
COCTOSIMMX W3  LEHTPAJBHOTO H  TIpaduIecKoro
mpomeccopoB. B HacTrosmee BpemMs B CBI3H  C
MOMYJISIPHOCTBIO TaKWX apXWUTekTyp, TexHosorus CUDA
MpeNCcTaBIsgeT Cco0OW JOCTOMHYIO aJIBTepHATHUBY JUIS
“K1accuueckux”’ TEXHOJIOTHH napaJiIeIbHOTO
MIporpaMMHUPOBaHHUSA, TaK 4TO e n3ydeHue Hapsany ¢ MPl u
OpenMP B pamkax WT-mucuummivH, NpeanoJiarafoiux
OCBOCHHE IapajuIeIsHOTO IIporpaMMHPOBaHUS,
MIpeJICTaBISETCS BIIOJIHE OTIPa B/Ia HHBIM.

Kak ynomunanmocp BbllI€ HNOPTATHUBHBIM  Kl1acTep
HybriLIT OpeaCcTaBIsCT coboit TeTEPOreHHY O
BBIYUCIIUTENBHY IO cUcTeMy, BKJIIOYAOMIYIO

BBIYHMCITUTEIIBHBIE Y3IIbI C MHOTOSIEPHBIMH MIPOLIECCOPAMU U
rpaduueckumu yckopurensiMu. Kitacrep cocrout m3 tpex
BBIYHCITUTENIBHBIX Y3J10B, OJIUH U3 KOTOPBIX JOTOJHHUTEIBHO

BBINIOJIHSET POJIb I0JIB30BATENILCKOrO cepBepa. Takas
apXHUTEKTypa MO3BOJSET CTyJEHTaM M CIyIaTelIsM
0CBauBaTh HE  TOJIBKO  OCHOBHBIC  TEXHOJOTHH

HapaJuieIbHOIO MPOTPaMMHUPOBAHMSA, HO W MOXET OBITh
TOJIC3HOW Ml TNPUOOPETEHUs HAaBHIKOB pPaboOTHl  CO
CHCUNAN3UPOBAHHEIMU TPOTPAMMHBIMH TMAKETaMH IS
pacueToB Ha FETEPOTCHHBIX BEIYUCIUTEIBHBIX KIIacTepax.

IopraTwBHBIN KmacTrep paboTaeT MOJ YHpPaBICHHEM
onepannoHHo#l cuctemsl CentOS Linux 7 (1o cOCTOSIHUIO
Ha Havaio 2025 roma). B moctymHoe mnporpamMMmHOe
oOecrieyeHHEe BXOISIT KOMIHJISATOPHI, OWUONHMOTEKH U
HHCTPYMEHTBl s pa3pabOTKH, TECTUPOBAHUSA H
ONTHUMHM3a I[HH 114 PaJUICIBHBIX IPOTPaMM.

IMoxp30BaTENb MPHU MOAKIIOYCHUH K KJIACTEPY MOMaaaeT
Ha ¥Y3en O c monb3oBaTenbckuM uHTepdericom (Puc. 1). Ha
9TOM  CepBepe IOJb30BAaTENb CO3JaeT IPOrpammy,
KOMITHITUPYET ¢€ U 3aTeM 3aIyCKa eT €€ Ha BBIYMCIUT CIbHBIX
y37aX ¢ MOMOIIbI0 1aHupoBinrka SLURM.
Jdns  penakTUpOBaHMS  TEKCTOBBIX  (ailloB  Ha
MOPTATUBHOM KJIaCTepe AOCTYIHBI peJaKkTopsl ViM, Nano u
mecedit (B coctaBe Midnight Commander).

Kax u nHa yueGHo-recroBOoM mnoiurone HybriLIT, na
nopratuBHoM kinactepe HybriLIT ycranoBienst maker
Environment Modules ans ynpasneHus mporpaMMHO
cpenoit u mranupoBmuk 3agad SLURM mns pacnpenenenns
BBIYMCIUTENBHBIX ~ pecypcoB. Ilo  yMONYaHHIO B
xoHpuryparmu SLURM 3anaHsI cnexyromue mapaMeTps:
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— DefMemPerCPU=512 (IUMHUT ONepaTHBHON MaMITH
Ha ogHO CPU-s111p0);

—SelectType=select/cons_reswu
SelectTypeParameters=CR Core Memory
(anroput™ 0T6Opa peCypCOB IO AAPAM U MAMSITH IS 60Jiee
cOala HCHPOBAaHHOM HATPY3KH Ki1acTepa );

—AccountingStorageTRES=gres/gpuu
GresTypes=gpu (yuér u onucanue GPU pecypcos).

Jns xoMmuisiMu W 3aIlyCKa HAaYUYHBIX HPHIOKEHUN

YCTaHOBIIEHBI CIIeIYIOIIHE KOMITUJISATOPBI u
HHTEPIPETATOPHI:

gcc, g++, mpicc, mpic++, mpiCC,
mpicxx, mpif77, mpif90, mpifort, nvcc,

python2.7 u python3.6.

Jns KoMOWIsIIMKM NPOrpaMMHOIO KOJa IMapaJulellbHbIX
BeiunciaeHuit Ha MPIl, TpebyeTrcs 3arpy3ka MOIyJs
OpenMPI (Bepcust 4.0.4). JIns BBIMOTHEHMSI BBIYUCICHUH Ha
rpauyeckux Mpoueccopax HEOOXOIMMO IOJKIIOYCHHUE

moayas CUDA (Bepcuss 11.0). KomaHasl 3arpysku
COOTBETCTBYIOLIMX MOAYJICH UMEIOT BHI:

$ module add openmpi/v4.0.4

$ module add cuda/v11.0

Hdus  paboter ¢ OpenMP-nporpammamMu  3arpyska

CIENHAIBHOTO MO IS HEe TpeOyeTcs.

JlanHOe mTporpaMmHOEe obecredcHHe
napaMeTpsl HaCTPOEK ObUIM MOJA00PaHBI HCXO/S U3 OIBITA
aaMuHECTpUpOoBaHus ['eTeporenHoit mwiatdopmer HybriLIT
M Ha TpPAaKTHUKE OHHM IMMOKa3allm CBOIO 3(P(PEeKTHOCTH s
OpraHM3alnK yueOHOTo npomecca.

Pa6ora ¢ MPl-nporpammamMi Ha y4eOHOM KiacTepe
aHaJIOTMYHA MOPSJAKY, NpUHATOMY Ha Kinacrepe HybriLIT.
[Mos1b30Ba TEINb IOJIKEH:

1. TMonkmouuThes K KiIacTepy mo mpoTokony SSH.
Hampumep, ¢ mnomormipto mnporpammbel PUTTY,
yka3as B moJsie Host Name: hydra.uni-dubna.ru.

2. [oArOTOBUTH HCXOHBIA KOJT
HCTOJIB3Ysl JOCTYIIHBIC TEKCTOBBIC PEJAaKTOPHI.

3. 3arpy3uTrh HEOOXOAHMMBIC MOIYJIH OKPYXCHHUS C
noMoeo komaHasl module add unu module load.

4. BBINOTHUTH KOMITIIIAIMIO TPOTPAMMEL C IIOMOIIBIO
cooTBeTCcTBYIOIEero MPI-komnmnsropa (mpicc,
mpictt u ap.).

5. Co3nate ckpunt-aiin qis 3amycka 3aadd 4depes
SLURM.

6. 3amyctuts nporpamMmy B batch (makeTHOM) pexnmMe
C TOMOIIBI0 KOMaH/HI sbatch.

U YKa3aHHBIC

IpOrpaMMBl,

OrmernM, YTO Yy4eOHBIH KiacTep He obecrnedeH
CepBHCAMH  MOJB30BATEIBCKOH MOAHEPKKH, KOTOPHIE
OOBIYHO TPHUCYTCTBYIOT HA KPYMHBIX BBYHUCIHUTEIBHBIX
CHCTeMaX, TaKHX KaK TeTepOTCHHAasl BBIUYUCIHUTEIBHASL
wiatpopma HybriLIT. HudopmupoBanue o mnpaBuiax
paboTrel Ha yueOHOM KIacTepe U TOPSAKE  €ro
UCTIONB30BAaHHUA, a TAaKKE PETHCTPALUs CTYICHTOB IS
yAaJIEHHOTO JOCTYIA OCYIECTBISIOTCS IPENoaaBaTeNIsIMU B
pamMKax y4eOHOTO Imporecca.

Taxxe cregyer OTMETHTb, 4YTO MOJAKIIOYEHHE K
y4eOHOMY KiIacTepy IO MNpOoTokoiny SSH BO3MOXKHO He
TOJIBKO B KOMITBIOTEPHBIX Kilaccax YHUBepcHuTera «JlyOHay,
HO ¥ U3BHE — C JIIOOBIX YCTPOICTB, UMEIOLIMUX JOCTYI K CETH
Hureprer. OTo obecnedynBaeT CTYAEHTaM BO3MOXKHOCTb

BBITTOJIHEHHS TOMAIIHUX 3aJaHUH, 1a00paTopHBIX paboT u
CaMOCTOATENBHON pPabOTBl JUIsI OCBOGHHS Y4eOHOTO
MaTepHuaia.

Kak ormeuanocs paHee, Ha HepBOM Kypce OakalaBpuaTa
CTyAeHTHl mpakruuecku Bcex WT-Hampasnenuil (B oOuieit
cnoxHoctd  Goimee 200  4YegOBEK) 3HAKOMATCH €
texHonoruasmu MPl u OpenMP B pamMkax IUCIMIUTHHBI
«ApxXuTeKkTypa  BBIYMCIHTENbHbIX  cuctem»  (ABC),
UCTIONB3Ys HOpTaTUBHBIHN Kitactep HybriLIT.

Ha uerBepToMm Kypce OakanaBpuata Oojee nmoapoOHOE
OCBOCHHE JTHX TEXHOJIOTHH, a TaKKe B3HAKOMCTBO C
texHosorueit CUDA, mpoucxoanT B paMKax AMCIUILTUHEL

«TexHONOTUS  BBHICOKONPOU3BOAUTENBHBIX BBIUHMCIECHUID
(TBB), NpenojgaBaeMoil  CTyJ€HTaM  HalpaBIeHUH
«[Ipuxnannas MaTeMaTHKa u nHpOpMaTHKA Y,

«[IporpammHuas uHxeHepus» u Ap. KoauuecTBo cTyeHTOB
Bapeupyercs oT 50 1o 80 yenonek.

Haxonern, B MarmcrpaType CTYIEHTH HaIpaBIICHHH
«CucreMHBIi aHanmu3 W ynpasieHne» u «[IpuxiamHas
MaTeMaTHka W HH(poOpMaTHKa» Ooyee MEeTalbHO H3ydaloT
yKa3aHHBIE TEXHOJOTHH M OCOOCHHOCTH WX TNPUMEHECHHUS
JUISL TIPAaKTHYECKUX BBIYMCIUTENBHBIX 3a7ad, BKIIOYAs
TUIIOBBIE METO/IbI BEIYHCIUTEIBHOW MaTEMaTHKH, B paMKaX
JUCTIATUTHHBI «ApXHTEKTypa n TEXHOJIOTHH
BBICOKOTIPOM3BOAUTENBHEIX cuctem» (AuTBC).

CratucTuKa IO TOJAM KOJHMYECTBA YyUETHBIX 3aIUCEH,
OTKpPBIBAEMBIX Ha HOpTaTWBHOM Kkiactepe HybriLIT
Ka’kIbIi ceMecTp, IpeacTaBiaeHa BTabmume 1.

Tabnuua 1. KoaudecTBo CTYIEHTOB MO 00pa30BaTeIbHBIM
JUCHUIUIMHAM, B KOTOPBIX HCIOJB3yeTCS MMOPTATUBHBIN
BBIYMCIIUTEIbHBIN Ki1acTtep 3a nepuon 2022—-2025 rr.

Tox 1-p1ii kype | 4-blif Kype | MarucTpatypa
ABC TBB AuTBC
2021/2022 245 50 55
2022/2023 246 77 71
2023/2024 72" 72 30
2024/2025 209 68 10
Hroro: 772 267 166
Taxum  oOpa3oM, ueTBIpeXJeTHEe IpaKTUYEeCKoe

HCIOTh30BaHMEe MOpPTaTHBHOTO Kiacrepa HybriLIT B
pamkax oOpa30BaTeNbHON MporpamMMel I'ocy1apcTBEHHOTO
yHHBepcuTeTa «JlyOHa» THOATBEpXkAaeT HaIEKHOCTB,
3(heKTUBHOCTH U YAOOCTBO MPEATOKEHHOTO MPOTPAaMMHO-
anmapaTHOro pemeHus i oOydenus crygeHtoB UT-
nmpoduns MeTogaM M TEXHOJOTHAM MapallelnbHOTOo
nporpaMMHPOBaHUSL.

V. 3AKJIIIOYEHUE

B cTaTbe mpencraBiieH ONBIT pa3pa0oTKH, KOHQUTYpauu 1
SKCIUTyaTalUKM MOPTATUBHOTO BBIYMCIUTEIBLHOTO KiIacTepa
HybriLIT, mnpeana3sHaueHHoro st 00pa30BaTEIbHBIX
uenedl. BHenpeHue 3TOH cHCTEMBI M €ro ycHelHas
sKcIutyaTanus B ['ocynapcTBeHHOM yHUBepcuTeTe «JyoHa »
MOKa3aJii, YTO NpEACTaBlIcHHas cucreMa 3(PEKTUBHO

YMeHblIeHne KoJaudecTBa cTyneHToB B 2023/2024 ygyeOHOM roIy
CBSI3aHO C OIPaHUYCHHMEM KOJHMYECTBA OIOKETHBIX MECT B CBS3U C
nmpoleccoM mepexona YHuBepcurera «JlyOHa» H3 o0iacTHOro B
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BOCIIPOU3BOIUT BEIYUCIUTEIBHYIO CPENlY, XapaKTePHYIO JJIs
COBPEMEHHBIX HPC-kommnekcos, obecmieunBas
MOJIB30BATENSIM JIOCTYI K MHCTPYMEHTAM MapajjielbHbIX

BBIUMCIIEHHH ® paboTe C MHOTONPOIECCOPHBIMH U
THOPHUIHBIMA (CPU+GPU) apPXUTEKTypaMHU.
[lopTaTWBHOCTH, HAaJEKHOCTh, HHU3KAas CTOMMOCTH W

BO3MOKHOCTH aBTOHOMHOM pa6OTI>I JACITarT HO}IO6HBII>1
HOpTaTHBHBIﬁ KIIacCTCp BOCTpe6OBaHHBIM HHCTPYMCHTOM
JJId OpPOBCACHHA BBIC3JIHBIX IIKOJI, XaKaTOHOB, y‘{e6HLIX

KypcoB W Apyrux oOpa30BaTENBHBIX MEPONPHUATHIHA,
0COOCGHHO B YCIOBHAX  OIPAaHHYCHHOH  CETEBOM
HHOPACTPYKTYPHI. TonydeHHbIe pe3yNbTaThl

MOATBEPKAAIOT LeJIeco00pa3HOCTh MPUMEHEHH Sl TOT00HBIX
CHUCTEM B y4eOHOM MPOIlecce U ACMOHCTPUPYIOT MOTCHIUA T
X paclpoCTpaHEHUs B 00pa30BAaTEIbHBIX yUPEKICHHSIX.
IopTatusHslii kn1actep HybriLIT MoxeT CIy>XHTh MOAEIBIO
I BHEIPEHUS B JPYTHUX yYeOHBIX  yUpeKIEHUsX,
3aMHTEPECOBAHHBIX B Pa3BUTHU KOMIIETEHIMHA B o0nactu
BBICOKOIIPOM3BOIUTEIHHBIX BEIYNCIICHHI.

BJIATOJAPHOCTH

ABTOpBI OmaromapHocTb  AneKkcaHApY
CepxukoBudy AMNpHUSHY 32 HHHUIMATHBY B IOATOTOBKE
JIaHHOW CTaThU M 3HAUYMUTENbHBIM BKIaja B €€ peau3alulo,

BBIPaXKAIOT

0e3 KOTOpOTOo JTaHHAa I Ty OJIMKAUs He Oblaa ObI BOBMOJKHA, @
Takke Mapun AnexcannposHe JlroOumoBoil 3a wuzaen
CXEMaTHYECKOTO IIPEACTaBICHUS MaTepuaia u
TEXHUYECKYI0O TOJIEPXKKY TIPH MOJITOTOBKE pPaOOTEHI.
ABTOpPBI TakkKe BBIPAXAIOT TNPHUIHATENBHOCTh JIMHUTpHIO
Bunanumuposuuy Iloaraitnomy, SIny bpoynumy u MBany
IlTexny 3a NOAAEPKKY M COJIEHCTBUE B OpraHU3aLUU
MOPTATHBHOTO BEIYUCIIHTEIbHOTO KiacTepa HybriLIT.
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Portable HybriLIT: a low-cost computing
cluster for educational purposes and its
Implementation experience

Dmitry Belyakov, Jan Busa Jr., Elena Zemlyanaya,
Mikhail Matveev, Oksana Streltsova

Abstract — This article presents the development and
implementation of the portable HybriLIT cluster—a
lightweight HPC platform designed for educational purposes.
The growing need for training in parallel computing and HPC
systems requires accessible and realistic tools for preparing
students and professionals. Portable HybriLIT replicates key
elements of a modern computing infrastructure, including SSH
access, a module environment, the SLURM task scheduler, and
support for multiprocessor computing (CPU and GPU),
providing a realistic experience of practical use the HPC
system. The main advantages of the proposed solution are low
cost, ease of assembly, and the ability to operate autonomously
without an internet connection, which is especially relevant for
mobile schools, hackathons, and training courses in remote
regions. The article provides a hardware and software
description of the cluster, examples of its use in educational
activities, statistics on completed courses, and
recommendations for creating similar solutions at other
educational institutions.

Keywords — Portable cluster, HybriLIT, parallel computing,
educational cluster, simulation environment, supercomputer
training.
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