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Abstract — This paper outlines the creation of the first 

Bengali-Russian Sign Language Dictionary, aimed at promoting 

inclusive communication by a multilingual, user-friendly 

platform. The research involved creating a detailed dataset with 

static and dynamic samples for both Bengali and Russian sign 

languages, supported by the implementation of different 

Convolutional Neural Network (CNN) models for effective sign 

recognition. A user interface for Bengali-Russian Sign 

Languages has been developed to offer an accessible experience, 

with expert evaluations and performance efficiency confirming 

its usability and user-friendliness. The dictionary’s design 

supports future scalability, allowing for additional languages 

and signs to be added. By integrating advanced CNN models, the 

platform achieves robust accuracy, making it suitable for 

various educational and community settings. This work lays a 

foundation for further innovations in digital inclusivity, 

potentially transforming sign language education for hearing 

impaired communities especially for underprivileged 

individuals. This research also explores video-to-animation 

conversion techniques, resulting in improved feedback for users 

during the learning process. To understand the educational 

impact on diverse student groups, field studies were conducted 

with both street and mainstream children. The results showed 

that a positive, digitally inclusive learning environment greatly 

improves engagement and understanding. Also the findings 

from the research suggest that once the dictionary is launched, 

this platform will significantly bridge communication gaps and 

provide a structured educational resource for Bengali, and 

Russian hearing-impaired communities. 

 
Keywords — Bengali Sign Language, Russian Sign Language, 

Sign Language recognition, video based sign language 

dictionary, machine learning. 

I. INTRODUCTION 

Communication is fundamental to human communication. 

For hearing-impaired communities, language barriers often 

create obstacles to full societal integration. Sign languages 

are the most natural and meaningful way of communication 

for hearing impaired people [1], yet there remains a lack of 

accessible, multilingual resources that support sign language 

learning and translation across diverse languages. In 

particular, Bengali and Russian sign languages are 

underrepresented in digital learning platforms, reducing the 

opportunities for people who use these languages to fully  

 

participate in educational and social activities.  In order to 

facilitate the learning of sign languages by the hearing 
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impaired community, researchers have compiled sign 

language repositories consisting of gestures [2]. This research 

addresses this gap by developing the first Bengali-Russian 

Sign Language Dictionary, a video-based, user-centered 

platform designed to support accessible, inclusive sign 

language education. 

To achieve this, an extensive video and image dataset of 

Bengali and Russian sign languages, enabling robust training 

and testing for sign language recognition models have been 

created. For dynamic signs, different video classification 

methods such as Dynamic Time Warping (DTW), Hidden 

Markov Model (HMM), and CNN-LSTM Architecture have 

been modified, and used [3, 4, 5]. Through implementing 

advanced Convolutional Neural Networks (CNNs) and 

MediaPipe technology, the platform achieves high 

recognition accuracy and responsiveness in sign language 

detection and translation. Additionally, by converting videos 

into animations, the platform offers clearer, more engaging 

feedback to users, enhancing the learning experience. 

The research extends beyond technical implementation, 

incorporating a study of educational environments to assess 

how learning conditions impact engagement and 

effectiveness. Field studies with street children and 

mainstream students provided insights into how competitive, 

technologically advanced settings can foster greater 

motivation and skill development in children with diverse 

needs. Findings indicate that an inclusive educational 

approach, supported by user-friendly technology, can 

significantly enhance learning outcomes for both hearing and 

hearing-impaired students. 

This paper discusses the development of the Bengali-

Russian Sign Language Dictionary, focusing on the 

methodology, design, and evaluation processes. Through 

expert evaluations, we refined the user interface to ensure 

accessibility and ease of use, particularly for those with 

hearing impairments. Our platform is poised to launch as a 

pioneering educational tool, contributing to the global effort 

to bridge communication divides and promote equitable 

access to language resources for all. 

II. CREATING THE FIRST BENGALI-RUSSIAN SIGN 

LANGUAGE DICTIONARY 

A. Advancing Multilingual Accessibility 

The creation of the first Bengali-Russian Sign Language 
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Dictionary marks a significant advancement in multilingual 

accessibility for the hearing-impaired community. This 

resource not only bridges communication gaps but also 

fosters cultural and linguistic exchange between Bengali and 

Russian speakers. By addressing the unique challenges of 

sign language translation, this dictionary paves the way for 

more inclusive, cross-cultural interactions and serves as a 

foundation for future language accessibility tools. 

B. Problem Statement 

Despite the significant advancements in technology, 

accessibility to sign language learning tools remains limited, 

especially in developing countries like Bangladesh. Existing 

tools for sign language education are often fragmented, and 

lack the interactivity that needs to be addressed for the target 

community. The gap in resources, particularly for Bengali 

sign language, highlights the need for an inclusive and 

comprehensive platform that bridges this communication 

gap. 

III. RESEARCH METHODOLOGY 

This research adopts an experimental approach to the 

design, development, and evaluation of a sign language 

dictionary for Bengali and Russian sign languages. The 

methodology is defined in figure 1. 

The methodology for developing the Bengali-Russian Sign 

Language Dictionary begins with requirements analysis to 

identify essential features, using feedback from hearing-

impaired users, educators, and sign language experts. This 

feedback informs the platform's design, ensuring a 

multilingual, user-friendly, and accessible interface. 

In data collection, an extensive video and image dataset of 

Bengali, and Russian, signs are compiled with expert 

collaboration. Signs are annotated with metadata to support 

machine learning model development using CNNs and 

MediaPipe for real-time hand and body tracking, optimized 

through data augmentation for accurate recognition across 

languages. 

 

 
Fig.1 Process of motivating students’ to participate in the 

international conference designed to improve their 

adaptation ability for global trends 

Translation and animation modules convert recognized 

signs into translated text and animations, creating an 

engaging learning experience. The platform integration phase 

combines the model with interactive features for video-based 

learning and practice, enhanced by accessibility options like 

captions and keyboard navigation. 

Evaluation and testing involve usability and performance 

assessments, ensuring accuracy, reliability, and user 

satisfaction. The pilot study observes the platform’s impact 

on various educational groups, showing that inclusive 

technology supports improved learning outcomes. 

Finally, deployment and continuous improvement 

maintain platform performance, with regular updates based 

on user feedback to enhance recognition accuracy, expand the 

dataset, and meet the evolving needs of a diverse user base. 

IV. STAGES FOR DICTIONARY DEVELOPMENT 

The development of the Bengali-Russian Sign Language 

Dictionary involves a structured, multi-stage workflow, as 

shown in the flowchart in figure 2.  

The project’s front end is created using HTML, CSS, and 

JavaScript to ensure a convenient and user-friendly interface. 

 

 
 

Fig.2 Flowchart Stages for Dictionary Development 

 

The backend uses Node.js to manage data processing and 

to handle the dictionary’s complex sign language datasets, 

facilitating communication between the front-end interface 

and the database. 

V. DATASET DEVELOPMENT 

A. Bengali Sign Language 

The dataset development for the Bengali Sign Language 

Dictionary was a crucial aspect of this research. It involved 

the collection of diverse video (sample shown in figure 3) and 

image data representing signs from Bengali sign languages, 

with the goal of capturing a wide range of hand movements, 

facial expressions, and contextual nuances. 
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Fig.3 Random samples of video datasets of Bengali Sign 

Language 

B. Russian Sign Language 

The website of the All-Russian Union of Russian Sign 

Language Translators "SurdoCenter" (http://surdocentr.ru) 

contains the Electronic reference and analytical system of 

Russian Sign Language. There are over 2000 original videos 

of signs available for researchers, scholars, hearing-impaired, 

and so on [6]. These videos (random sample shown in figure 

4) have been used for Russian Sign Language dataset 

development. 

To support the creation of a detailed dataset many researchers 

commonly utilize skin-color detections [7–9] and haar-like 

features [10] for hand region segmentation. To more 

accurately find and extract the hand region, Kinect depth 

cameras can be used [11, 12, 13, 14, 15]. But these 

approaches necessitate additional sensor costs, which is one 

of the key reasons why scientists and researchers have 

focused on AI-related approaches for sign language 

recognition [3]. 

For this research work the dataset development was done in 

collaboration with sign language experts to ensure linguistic 

and cultural accuracy, providing a solid foundation for the 

recognition and translation features of the dictionary. 

 

 
Fig.4 Random samples of video datasets of Russian Sign 

Language: a - верный (faithful), b - вызов (call), c - город 

(city), d - грамотный (literate), e - интернет (internet), f - 

правило (rule), g - прибыль (profit), h - светлый (light) 

[3]. 

VI. IMPLEMENTATION 

The implementation of the Bengali-Russian Sign 

Language Dictionary involved several key stages. First, video 

and image datasets for both languages were collected and 

annotated with relevant metadata, including categories like 

alphabet, country names, and commonly used phrases, to 

structure the learning process. Three user interfaces were 

developed: 

1) Text Input Interface: Users manually type text, which the 

dictionary then translates to the target sign language.   

2) Selectable Interface: Users choose from a predefined list 

of common words or phrases. 

3)  Categorized Interface: A structured interface allowing 

users to browse signs by categories such as days, months, 

or alphabet. 

A real-time sign language recognition system was built 

using CNNs and integrated with MediaPipe for hand tracking, 

though limited resources for Bengali sign language impacted 

accuracy for certain gestures. Expert evaluations and user 

feedback led to refinements, particularly in the categorized 

UI. A video-to-animation module was implemented, 

enhancing the learning experience by providing clearer visual 

feedback and allowing users to more accurately mimic signs. 

This research methodology follows a systematic approach 

to convert sign language videos into animations using video 

tracking technology. It is divided into several key steps to 

ensure the effective development and testing of a multilingual 

sign language dictionary. The focus is on Bengali, Russian, 

and American Sign Languages. 

For video tracking and motion capture several tools are 

available, like MediaPipe [17, 18, 19, 20], OpenPose, or 

similar body-tracking technology. The reason to choose 

MediaPipe technology is its wide use in applications that 

require precise hand (shown in Figure 2), face, and body 

tracking. Studies [4] highlight its efficiency in detecting 

complex gestures in real time due to its high precision and 

performance across multiple devices, from mobile phones to 

desktops. The framework is especially effective for tasks like 

sign language recognition, where accurate tracking of finger 

and hand motions is vital for proper interpretation [21]. 

 

 
Fig.5 MediaPipe Hand Tracking [6] 

 

The process of utilizing MediaPipe to convert sign 

language videos into animations involves the proposed steps 

defined in Figure 6. 

 

 
 

Fig.6 The process of utilizing MediaPipe to convert sign 

language videos into animations [23]. 

 

The sign language dictionary mockup shown in figure 7 

allows users to choose between two language options: 

Russian and Bengali, catering to diverse language needs. At 

the center of the interface, a cartoon of children adds an 

engaging and friendly touch, designed to make the tool 

appealing, especially to young users. 
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Fig.7 Mockup of proposed Bengali-Russian Sign 

Language dictionary (Web Application). 

 

To improve the translator shown in figure 8, the size of the 

datasets will be increased. The proposed algorithm can be 

updated in the future to meet the user requirements and 

market analysis [24]. 

The implementation of multilingual sign language text 

translation dictionaries shows a very positive result when 

analyzed by more than fifty users [25]. 

 

 
Fig.8 Bengali-Russian Sign Language Dictionary 

Interface – Bengali Section 

 

To evaluate the usability of the multilingual sign language 

translator, the factorial expert evaluation method (Figure 9), 

also known as heuristic evaluation, is used. This method has 

less complexity than others. 

 

 
Fig.9 The process of conducting factorial expert 

evaluation 

 

All experts will give scores for each criterion in the range 

from 3 to 5. Here, j = 1 ... n, representing experts, and i = 1 ... 

n, representing factors [21]. 

 

 

TABLE I.  Displaying the relation [i, j] 

i/j 𝑗1 𝑗2 𝑗3 … 𝑗𝑛 

𝑖1 [𝑖1, 𝑗1] [𝑖1, 𝑗2] [𝑖1, 𝑗3] … [𝑖1, 𝑗𝑛] 

𝑖2 [𝑖2, 𝑗1] [𝑖2, 𝑗2] [𝑖2, 𝑗3] … [𝑖2, 𝑗𝑛] 

𝑖3 [𝑖3, 𝑗1] [𝑖3, 𝑗2] [𝑖3, 𝑗3] … [𝑖3, 𝑗𝑛] 

… … … … … … 

𝑖𝑛 [𝑖𝑛, 𝑗1] [𝑖𝑛, 𝑗2] [𝑖𝑛, 𝑗3] … [𝑖𝑛, 𝑗𝑛] 

The sum of expert points/assessments is determined by the 

formula: 

                                𝑆𝑗=∑𝑖=1
𝑖=𝑛 f [i, j]                                     (1) 

The web application of text to sign language translator 

shown in Figure 8 is selected as the most user-friendly for 

Bengali Sign Language after using the expert evaluation 

method. In addition, experts provided their analysis to 

improve the usability, which will be used to further improve 

the web application. 

VII. RESULTS AND ANALYSIS 

System Accuracy: For understanding system accuracy 

suppose, 𝑆𝐵 and 𝑆𝑅  represent the recognition accuracy for 

Bengali and Russian sign languages, respectively. The 

accuracy for each sign language (𝑆𝐿) can be calculated as: 

            𝑆𝐿= 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 * 100                 (2) 

For Bengali sign language 𝑆𝐵: 

                                𝑆𝐵 = 
𝐶𝐵

𝑇𝐵
 * 100                                   (3) 

Where, 𝐶𝐵  = Number of correctly recognized signs for 

Bengali, 𝑇𝐵 = Total number of test signs for Bengali. 

For Russian sign language 𝑆𝑅: 

                                𝑆𝑅 = 
𝐶𝑅

𝑇𝑅
 * 100                                   (4) 

Where, 𝐶𝑅  = Number of correctly recognized signs for 

Russian, 𝑇𝑅 = Total number of test signs for Russian. 

Here Russian Sign Language shows better results than 

Bengali Sign Language. 

User Interface Performance: Suppose, 𝑈𝐼𝑡𝑒𝑥𝑡 , 𝑈𝐼𝑠𝑒𝑙𝑒𝑐𝑡, and 

𝑈𝐼𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑧𝑒 represent the user satisfaction scores for the text 

input, selectable, and categorized user interfaces, 

respectively. User satisfaction can be quantified based on 

expert evaluations and user surveys. And let 𝑈𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘 

represent the satisfaction score, which ranges from 0 to 1, 

where 1 indicates the highest satisfaction. 

          𝑈𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘= 
∑𝑛

𝑖=1  𝑢𝑠𝑒𝑟 𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 𝑠𝑐𝑜𝑟𝑒

𝑛
                     (5) 

Where, n = Total number of users participating in 

feedback, user satisfaction score = Rating for each user, 

ranging from 0 to 1. 

The categorized interface had higher ratings = 0.85, 

reflects the satisfaction with the categorized interface based 

on user feedback.  

The results of the study indicate the effectiveness of the 

proposed sign language dictionary. The categorization-based 

interface, which grouped words into meaningful sections, 

received the best user feedback for Bengali sign language. 
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Text input-based interfaces were less preferred due to the 

complexity of Bengali sign language gestures. 

Real-Time Recognition Performance: The performance of 

the model is evaluated based on accuracy A, precision P , 

recall R , and F1 score: 

                                A = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                              (6) 

                                       P = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                    (7) 

                                      R = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                    (8) 

                                     F1 = 2 * 
𝑃 ∗ 𝑅

𝑃 + 𝑅
                                (9) 

where TP, TN, FP, and FN [16, 22] represent true positives, 

true negatives, false positives, and false negatives, 

respectively. High F1 scores across all three languages 

indicate effective cross-language recognition and translation. 

1000 gestures for each language using MediaPipe for 

motion tracking. The accuracy, precision, and F1 score 

calculated for Bengali and Russian sign languages as follows: 

 

TABLE II.  Experimental results for Real-Time 

Recognition Performance of bengali (BSL), and russian 

(RSL) sign languages with average of one hundred epochs 

REAL-TIME 

RECOGNITION 

PERFORMANCE 

BENGALI SIGN 

LANGUAGE 

RUSSIAN SIGN 

LANGUAGE 

ACCURACY 0.754 0.953 

PRECISION 0.931 0.974 

RECALL 0.793 0.983 

F1 SCORE 0.854 0.973 

The real-time recognition system using MediaPipe 

achieved a 75% accuracy for Bengali sign language and 95% 

accuracy for Russian sign language. 

To explain user involvement and make a comparison 

between video-based and animation-based sign language 

dictionaries, metrics like engagement time, Comprehensive 

Accuracy, interaction frequency, and Learning Retention 

have been used. The experiment and analysis of Interaction 

frequency have been described below:   

Interaction frequency refers to the number of interactions 

(e.g., pausing, replaying, slowing down) a user makes with 

the dictionary while learning. Let 𝐼𝑣 and 𝐼𝑎  represent the 

interaction frequencies for the video-based and animation-

based systems. 

If 𝐹𝑣  and 𝐹𝑎  are the total number of interactions in the 

video-based and animation-based dictionaries, and 𝑁𝑣  and 

𝑁𝑎  are the total number of users, the average interaction 

frequency per user can be calculated as: 

𝐼𝑣  = 
𝐹𝑣

𝑁𝑣
(Video-based interaction frequency per user)    (10) 

𝐼𝑎 = 
𝐹𝑎

𝑁𝑎
(Animation-based interaction frequency per user) (11) 

Higher interaction frequency in the animation-based 

system, 𝐼𝑎  compared to𝐼𝑣 , indicate that users interact more 

with animations, likely due to greater control over the 

learning process [19]. 

 

 

VIII. FUTURE PROGRESSION 

For future work, the following steps are proposed: 

1) Expansion of Language Support: Extending the 

dictionary to include additional sign languages to cater to 

a wider audience. 

2) Improvement in Gesture Recognition: Enhancing the 

real-time recognition accuracy, especially for Bengali 

sign language, through the use of more diverse datasets 

and improved CNN models. 

3) Interactive Learning Tools: Developing additional 

interactive learning features, such as quizzes and games, 

to make the learning process more engaging. 

4) Inclusive Education Integration: Exploring how the 

dictionary can be integrated into inclusive educational 

settings, offering children with hearing impairments 

more personalized and interactive learning experiences. 

IX. CONCLUSION 

This research introduces the first Bengali-Russian Sign 

Language Dictionary, a tool that supports inclusive, 

multilingual education through sign language. The dictionary 

uses a video-based platform, and is supposed to be used with 

advanced technologies like CNN and MediaPipe, which help 

to achieve accurate sign recognition and create an interactive 

experience for users. It is designed to be user-friendly, 

making it suitable for children, hearing-impaired individuals, 

and their peers. 

Our study shows that digital tools like this dictionary can 

positively impact learning and engagement, especially for 

less-represented languages such as Bengali. By providing an 

accessible, categorized interface, this platform helps bridge 

communication gaps for the Bengali and Russian hearing-

impaired communities.  

Future work will focus on expanding the dictionary to 

support additional languages and improving recognition 

accuracy, so it becomes even more effective as an educational 

tool. This project demonstrates the importance of 

multilingual resources for promoting cross-cultural 

understanding and accessibility. It serves as a foundation for 

future innovations aimed at improving the hearing-impaired 

community with technology. 
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