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Abstract— Biometrics technology is gaining an important 

role in providing solutions to many issues in different 
applications that require person identification such as forensic 
sciences, security, finance, border screening, ministries and 
government offices. It is defined as the technique of analyzing 
physiological and behavioral traits such as face, fingerprint, 
iris, retina, voice, signature, etc., for person identification and 
authorization. At present, a lot of research work is being 
carried out to accomplish biometric recognition systems based 
on different types of human traits. To provide a comprehensive 
survey, this paper provides an overview of six biometric traits 
(iris, finger vein, fingerprint, face, voice and signature). The 
overview will cover acquisition method, preprocessing methods, 
features extraction methods, classification methods, application 
area, system evaluation and strength/weakness. 
 

Keywords—Biometrics, biometric recognition system, human 
traits, iris, fingerprints, finger vein, face recognition, voice 
recognition, signature recognition. 
 

I. INTRODUCTION 
This The term biometrics refers to any human 

physiological or behavioral features (Human Traits) that can 
be measured and stabilized over time such as face, retina, 
fingerprints, finger vein, ear, palm vein, iris, voice, gait, 
keypresses, signature, etc., [1-3].  

Nowadays, human traits are the main basis for security 
systems and have become the solution in many civil and 
government applications such as financial functions, border 
checks and government offices. 

Biometric recognition systems have several advantages 
over knowledge-based systems that use a PIN, username, 
and passwords or token-based systems that use keys, 
magnetic or smart card and badge, [4,5]. They are based on 
features and properties that cannot be forgotten, stolen, 
shared, altered, lost or disclosed. However, biometric 
recognition systems are expensive and require sophisticated 
and automated methods for identifying and authenticating a 
person. In addition, they require measurements of the 
physiological or behavioral characteristics that exist with 
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humans. Moreover, they require continuous developments to 
meet the demands of the society and specifically in the areas 
of e-government, e-banking, e-commerce, and to prevent 
fraudulent persons from passing and breaking the law, [6]. 

Biometric identification systems are usually designed 
either for identification or verification or both. In the 
identification system, which is referred to as one-to-many 
matching (Who the person is?), sample of individual 
biometric feature(s) is compared to a list of samples in the 
database in order to be sure that the individual is in the list.  
In the verification system, which is referred to as one-to-one 
matching, the checking operation is performed to conform 
whether a person is really who he\she claim, (Is the person is 
really what he claims?), [7].  

Human biometrics are categorized into two types, 
physiological and behavioral. Physiological biometrics 
depend on the measurements of a specific individual’s 
features for identity verification/authentication. This 
includes iris, fingerprints, face, palm vein, finger vein, etc., 
[8,9]. Behavioral biometrics are the measurement and 
analysis of human-specific behavioral traits such as voice, 
signature, handwriting, human interaction with computer 
parts such as mouse, keyboard, [10]. Physiological 
biometrics are commonly used for one-time authentication, 
whereas, for dynamic authentication, behavioral biometrics 
can be more effective.  

Despite most of the security systems use physiological 
traits, behavioral traits still have some advantages over 
physical biometrics. For example, behavioral biometrics 
enable constant monitoring of users and deliver continual 
user authentication and is a powerful defense. In addition, its 
collection is not disturbing. However, it has some 
shortcomings. For example, its implementation is costly as it 
requires special hardware units and it requires the collection 
of huge personal data records to profile a user’s typical 
behavior accurately. In addition, it is not adaptable when any 
change in the human behavioral happens. 

The success of a biometric recognition system depends on 
the strength of the biometric trait and the purpose for which 
it was designed. Several studies have already been 
conducted to compare the performance of different types of 
biometric recognition systems. For example, [1-3, 5,7,11-13] 
compared different types of human traits including iris, 
fingerprint, face, palm vein, voice, signature, gait, ear, 
signature, DNA, and retina, etc. It was concluded that the 
performance of the human trait depends on the scope of 
application, cost, and how easy is to record it. 

This paper presents an overview of the use of human 
biometrics to determine a person's identity. Six human traits 
are selected, four physiological traits (iris, finger vein, 
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fingerprints, and face) and two behavioral traits (voice and 
signature). 

The remaining parts of the paper are organized as follows: 
A description of biometric measurements is given in section 
2. The main layout of biometric recognition system is given 
in section 3 and reviews of algorithms for all stages are  

given in subsections 3.1-3.5. Evaluation of biometric  
recognition systems is given in section 4 and finally the 

conclusions are given in section 5. 

II. BIOMETRIC MEASUREMENTS 
There are many traits in the human body that can be 
considered biometric measurements. According to [14,15] 
there are seven pillars that must be available in the traits in 
order to be used as biometric measurements. These seven 
pillars are:    

1. Universality: Each person should possess the same 
physiological traits such as fingers, iris, face, etc., 
and the same behavior traits such as voice, gait, 
signature, etc. 

2. Distinctiveness: The trait must be unique enough to 
distinguish the person. 

3. Permanence: The traits must be stable throughout a 
person's life.  

4. Collectability: Biometric trait should be measured 
quantitatively and easily. 

5. Performance: The trait must provide high recognition 
accuracy. 

6. Acceptability: The way of acquiring of the traits 
must be accepted by the people. Usually, the people 
prefer to record the train in a non-invasive way. 

7. Resistance to Circumvention: The system needs to be 
hard for any circumvent by fraudulent methods in 
order to provide efficient security. 

The strength of any biometric trait largely depends on the 
application for which it is used, [13,16]. There are 
applications that may accept some error rate such as 
highway tolls, whereas others may not such as banking 
system and criminal investigations. Besides, some 
application may require quick decision such as border 
controlling, whereas others may not such as criminal 
investigation. Table 1 shows comparisons between six 
biometric traits (iris, finger vein, fingerprints, face, voice 
and signature).  
 

Table 1 Comparison of biometric traits for the seven Pillars 

 
 

III. THE MAIN LAYOUT OF BIOMETRIC 
RECOGNITION SYSTEM 

The components and implementation of any biometrics 
system can be represented by the diagram in figure 1. The 
system implementation requires two modes, enrollment and 
operation. In the enrollment mode, the available traits of 
users are processed and the features are extracted and saved 
as a database to be used for comparison in the testing mode. 
In the testing mode, the trait of the user is acquired, 
processed and features are extracted and coded (if required) 
then compared to those in the database according to the 
purpose of the system whether identification or verification 
is, [1]. Descriptions of the system stages are given below. 
Also, for each stage, the requirements for the six biometric 
traits are tabulated. 
 
 
 

 

 

Figure 1 The layout of biometric recognition system 
 

A. Data Acquisition 
 
Human biometric trait data is usually acquired via a sensor, 
camera or recording devices depending on the nature of the 
trait. For iris and fingerprints, the data is in image form 
acquired by Infrared camera devices, whereas for voice, the 
data is a series of values representing the voice signal taken 
by voice recorders. The quality of the acquired image or 
signal is important for accurate identification/verification. 
To increase the performance of biometric systems, more 
than one image of the human trait is required to reach the 
best matching with the enrolled database [11,17]. Many 
devices including infrared camera, infrared sensor, voice 
recording, scanners and digitizers have already been 
developed for imaging the traits. These devices are available 
at reasonable prices. Also, many of the standard databases 
are available and have already been used for developing 
effective recognition systems, [17-19]. The quality of the 
data depends on the sensor specifications and the imaging 
conditions. For example, the optical fingerprint imaging, 
which captures a digital image of the fingerprints 
using visible light is affected by the quality of skin on the 
finger, while Ultrasonic sensors use very high frequency 
sound waves to penetrate the epidermal layer of skin. Also, 
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thermal scanners can be used to sense the temperature 
differences between fingerprint ridges and valleys, so it is 
less affected by the skin quality. Usually, the digital 
representations of the biometric traits are stored either in a 
central database or in a card for further identification and 
verification tasks. Table 2 shows the data acquisition devices  
and the standard databases for the six biometric traits 
overviewed in this paper. 
 
Table 2 Biometric data acquisition devices and databases 
 
 

 
 For iris, the most common databases are CASIA-1, CASIA-
2, CASIA-3, CASIA-4, SDUMLA-HMT and UBIRIS. 
CASIA database was developed by the Chinese Academy of 
Sciences’ Institute of Automation, [11]. The first version 
was CASIA-1 created in 2003 and the last version was 
CASIA-4 was created in 2010. SDUMLA-HMT is a 
multimodal database which was developed in 2010 by 
Shandong University, Jinan, China, [17].  It contains 
databases for five human traits, iris, finger vein, fingerprints, 
face part1, face part2 and gait. UBIRIS is another database 
created for iris [20,21]. For finger vein, the most common 
databases are HKPU, UTFVP and MMCBNU_6000, [17-
19, 22]. CASIA and SDUMLA-HMT databases are 
available for fingerprints, [17,23]. For voice, the most 
common databases are VoxCeleb, 2000 Hub5, Google 
Audiset and TIMIT database, [24]. For signature, two main 
types of signature identification and verification systems 
exist, offline (static) systems and online (dynamic) systems. 

In the offline systems, signature is captured or scanned from 
a document. In the online systems, signature and additional 
information such as time, pressure, pen up and down, 
azimuth is captured using devices like tablets and smart 
phones, [25]. Many signature databases have been created 
for off-line and online signature recognition such as SVC 
and MCYT, CEDAR, MCYT-75, GPDS and UTSIG, 
SigComp2009, SigComp11, BHSig260, SVC2004 and 
ATVS [26-35]. Each of these databases contains genuine 
and signatures for each writer. 

B. Preprocessing 
This stage involves the removal of noise and any unwanted 
feature. For example, iris is preprocessed for the removal of 
specular reflection point, eyelash and eyelid, [36-38]. For 
finger vein, preprocessing includes the removal of black 
background and the extraction and enhancement of Region-
Of-Interest (ROI) using various methods. Brindha, [39] used 
a combination of an open morphological operation and 
Neighborhood elimination technique to remove the noise 
and unwanted areas as the minutiae points that are not parts 
of the vein. For ROI extraction in finger vein, Mustafa and 
Tahir, [40] used image masking and alignment techniques 
for border detection and displacement correction. They used 
a combination of Contrast Limited Adaptive Histogram 
Equalization (CLAHE) and Modified Gaussian High Pass 
Filter for ROI enhancement. In fingerprints authentication 
systems, fingerprint images usually get degraded and 
corrupted due to variations in skin and impression 
conditions. Bansal and others, [41] used binarization, 
thinning and minutiae connection as preprocessing for 
fingerprints. Also, non-uniformity of the ink intensity, 
nonuniform contact with the sensors by users or changes in 
illumination and contrast during image acquisition process 
affect the quality of the image, [42]. Thus, image 
enhancement techniques are necessary prior to minutiae 
extraction. This may include the removal of noise and 
alignment. [42] used thresholding, binarization and thinning 
for the enhancement of fingerprint image before minutia 
points extraction.  

Face recognition also reveals some issues with facial 
images due to variations in posture, position, occlusion, 
lighting, make-up, and noise. Shih and others, [43] used 2-D 
Gaussian skin-color model to differentiate between skin and 
non-skin regions by a 2-D Gaussian skin-color model. The 
same authors, used the mathematical morphology technique 
to remove noises and the region-filling technique to fill 
holes. For voice, the main source of noise is the background 
noise and recording device noise, which can be removed by 
various types of smoothing linear and nonlinear filters such 
as Kalman filter, maximum likelihood envelope estimation, 
wavelet analysis, mean filter, median filter, the normalized 
Gauss’s filter, midpoint filter and the morphological filters, 
[24]. In signature recognition, image preprocessing is very 
significant stage to improve the signature data for both, 
online and off-line signature recognition systems. In image 
preprocessing, various operations are applied such as color 
image to gray image conversion, noise removal, 
thresholding, morphological operations, cropping, 

Human Traits Data 
Acquisition 

Devices 

Database 
[References] 

Iris Infrared 
Camera 

CASIA-1, CASIA-2, 
CASIA-3, CASIA-4, 
SDUMLA-HMT, 
UBIRIS, [17, 11, 
20,21] 

Finger Vein  Infrared Sensors 
Near-infrared 

LED                
CCD camera 

SDUMLA, UTFVP, 
HKPU, MCBNU_6000 
[17-19,22] 

Fingerprints Optical camera 
Ultrasound 
scanner     
Thermal 
scanners 

CASIA, SDUMLA, 
Multi-Sensor 
Fingerprint 
Database, [17,23] 

Face Camera SDUMLA-Face 
database part 1 and 
part 2. [17] 

Voice Voice Recorder 
+ A/D 
Convertor  

VoxCeleb, 2000 
Hub5,Google 
Audiset, TIMIT 
database, [24] 

Signature Scanner 
digitizer 

SVC and MCYT, 
CEDAR, MCYT-75, 
GPDS and UTSIG, 
SigComp2009, 
SigComp11, 
BHSig260, SVC2004 
and ATVS, [26-35] 

112 
 



International Journal of Open Information Technologies ISSN: 2307-8162 vol. 12, no. 7, 2024 
 
 
binarization, and signature size normalization [26]. Also, 
binarization and thinning by Otsu’s method was used by [56] 
for signature preprocessing. Table 3 shows the most 
common per-processing methods for the biometric traits 
handled in this paper. 
 

Table 3 Methods of preprocessing 
Human Traits Preprocessing Methods and 

[references] 
Iris The removal of specular reflection point 

is done inclusively via the process of iris 
localization technique, [45] 
Eyelid detection and removal:  the 
technique of Canny edge detector and 
edge map refinement is developed and 
used by [38] and the techniques of Canny 
edge detector followed by Hough 
transform were used by, [46-52]  

Finger Vein Noise removal: removal of unwanted 
areas by Neighborhood elimination 
technique [39]. Removal of peaks 
introduced by background noise using 
open morphological operation, [39] 
ROI extraction: Border detection and 
displacement correction using image 
masking and alignment techniques and 
ROI enhancement by the technique of 
CLAHE and modified Gaussian high pass 
filter and image alignment, [40,53,54], 

Fingerprints Noise removal, alignment [55], 
Noise Removal +binarization and 
thinning, [42] 
Binarization, thinning and minutiae 
connection and Gabor filters as 
preprocessing to facilitate the extraction 
of minutiae points in fingerprints, [41]. 

Face Noise removal by morphological 
techniques, [43] 
Detection of skin and non-skin regions by 
a 2-D Gaussian skin-color model, [43].  

Voice For noise removal various types of filters 
are used such as Kalman filter, 
maximum likelihood envelope estimation, 
wavelet analysis, mean filter, median 
filter, the normalized Gauss’s filter, 
midpoint filter and the morphological 
filters, [24]. 

Signature Noise Removal, Color-to-gray conversion, 
cropping, rotation, binarization, thinning 
and normalization, [26]. 
Binarization and thinning by Otsu’s 
method, [56]. 

 

C. Feature Extraction 
Feature extraction represents a crucial stage that has great 
impact on the performance of the developed system. It 
involves the extraction of the most unique feature from the 
biometric traits. Much of research has already been done for 
feature extraction. In iris, the most effective feature is the 
texture of the iris region, which is extracted using various 
methods of iris extraction such as Canny edge detector, 
Hough transform or Integro-differential operator and Gabor 
filter for coding, [44,56-58]. For finger vein, the most 
effective feature is the coded vein patterns using LBP, LDP, 
CLBP, Gabor filters, histogram concatenation by [40,53,54].  
For fingerprints, the most effective features are the minutia 
points which include Bifurcations, ridge endings and islands, 

core and delta, [59]. These minutia features are can be 
classified into three classes, [41]. Level-1 features, which 
show macro details of the ridge flow shape. Level-2 features, 
which include minutiae points that are discriminative enough 
for recognition. Level-3 features, which are the pores. For 
face, the most effective features are shape outlines, size, 
mouth and nose, which can be extracted using various 
methods of feature extraction. [60] used the Active Shape 
Model (ASM) and the Active Appearance Model (AAM) for 
feature extraction. The ASM includes the landmarks of the 
face such as the areas of the eyebrows, cheeks, eyes, mouth, 
and nose, while the AAM includes include detailed texture 
(pattern of intensity or color). [61] used Gabor filter and 
PSO technique for detecting the shape outlines such as the 
size of mouth and nose.   PSO is used to select the best 
features of Gabor results. Shih and others, [43] used the 
shape, size and PCA information to verify face candidates. 
They established an ellipse model to locate the area of 
interest (AOI) of eyes and mouths. Then they applied 
automatic thresholding and morphological opening to 
discard non-facial feature pixels. Also, LBP coding 
technique is used by [62].  

For voice, the most effective features are the Voice 
characteristics, also called as voiceprint or voice template. 
Several methods of feature extraction have already been 
developed for voice recognition system. Examples are, 
Linear Prediction Coefficients (LPC),), Line Spectral 
Frequencies (LSF), Discrete Wavelet Transform (DWT), 
Mel Frequency Cepstral Coefficients (MFCC), [63]. For 
signature, the features depend on the acquisition method, 
off-line, which are called static features or online, which are 
called dynamic features. Off-line signatures are recorded on 
a paper by an ordinary pen, and then transferred into a 
digital file by scanning. Online signatures are captured with 
digital devices such as electronic pens or tablets, where the 
real-time features (like pressure, vertical and horizontal 
position, azimuth, and time) are captured [64].  

Static features are mainly divided into local features and 
global features, [65]. Local features include texture features 
and gradient features. Texture features include end points, 
crossing points and branch points. End points are the starting 
and ending points of the signature stroke. Gradient features 
include spatial coordinate, inclination of letters and writing 
order. Dynamic features are divided into parameter-based 
features and function-based features. Parameter-based 
features include the duration of the signature and the number 
of pen-tips across the paper. Function-based features include 
signature trajectories such as pen pressure data, pen 
up/down. Dynamic features based on functional features; 
therefore, they produce better results [66]. Also, Beresneva 
and others, [67] described the more informative parameters 
of signature such as size, shape, velocity, pressure and the 
extracted methods such as Wavelet transform, discrete 
Radon and Fourier transforms, Signature features can be, 
categorized into global, mask, and grid features. Global 
features give wavelet coefficients and Fourier coefficients. 
Mask features give information about the signature lines’ 
directions. Grid features give information about the overall 
appearance of a signature, [68]. Table 4 shows the most 
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common methods of feature extraction for the six biometric 
traits selected in this paper. 
 

Table 4 Methods of feature extraction 
Human 
Traits 

Features Method of Feature 
Extraction/References 

Iris 

Iris texture Iris extraction: Hough 
Transform, [57] and Integro-
differential Operator, [58] 
Pupil boundary detection: 
morphological operations 
and two-directional scanning 
method, [45]. 
Limbus boundary detection: 
Hough transform, [45] 
Eyelid detection: refine-
connect-extend-smooth (R-C-E-S), 
[38] 
Iris Coding: Gabor filter with 
near-horizontal orientation 
by [59], Binary Pattern (LBP) 
and Local Phase 
Quantization (LPQ) by [69] 
and wavelet by [70].  
Gabor Filter with near-
horizontal orientations by 
[59]. 

Finger Vein 

Coded finger 
vein net  

LBP, CLBP and LDP by 
40,53] 
Histogram concatenation of 
LBP images by [54] 
 

Fingerprints 

Minutia 
points: 
Bifurcations, 
ridge endings 
islands, core 
and delta. 

Extraction of minutia points:  
Wavelet + pseudo-Zernike 
moments (PZMs) by [71], 
thinning + Crossing Number 
CN by [42] and Gabor filter 
by [41]. 
 

Face 

Face 
landmarks 
and outlines 
such as 
shape, size of 
mouth and 
nose, 
locations of 
eyes, nose 
and eyebrows 

Detection of face landmarks: 
Active Shape Model (ASM) 
and the Active Appearance 
Model (AAM) by [61], Gabor 
filter and PSO by [62] and 
PCA information to verify 
face candidates and 
detection of Area-Of -Interest 
(AOI) + automatic 
thresholding and 
morphological opening to 
discard non-facial feature 
pixels, [43]. Also, Local 
Binary Patterns (LBP) was 
used by [63] 

Voice 

Voice 
characteristic
s (Voiceprint). 

Linear Prediction Coefficients 
(LPC),), Line Spectral 
Frequencies (LSF), Discrete 
Wavelet Transform (DWT), 
Mel Frequency Cepstral 
Coefficients (MFCCs), [64] 

Signature 

1. Static 
features 

2. Dynamic 
features: 

 

Wavelet transform, discrete 
Radon and Fourier 
transforms, [67], Wavelet 
transform by [72-74], 
Contourlet transform by [30], 
Gabor wavelet transform by 
[75], Discrete Radon 
transform by [76,77] and 
Fourier transform by [74].  

 

D. Enrollment 
Enrollment is a mode where the coded features are stored in 

the system to be used in the testing mode. However, when 
deep learning approach is used, the system needs to be 
trained and the features are extracted most often inclusively. 
The most recent method of deep learning approach is the 
Convolutional Neural Network (CNN). However, the use of 
CNN must be done with some considerations related to the 
selection of the network layers and the hyperparameters, 
which have significant impact on the performance of the 
system. A proper selection may prevent the problems of 
overfitting and underfitting, [78]. Also, the optimization 
method is another important key in improving the CNN 
performance, [79]. 
 

E. Classification and Matching 
This stage is implemented in testing mode. In this stage, a 
comparison is done between the coded features of the test 
image and the templates of the enrolled features. When the 
system is designed for person authentication, the features of 
tested trait is compared to all of the enrolled data (one-to-all 
comparison) and the decision is made by taking the trait with 
highest match as the identified trait. When the system is 
designed for verification, the features of tested trait is 
compared only to those of the claimed person (one-to-one 
comparison) to verify if the user claim is correct or not. For 
iris, Hamming Distance is the most common measure for iris 
classification, [44,57,58]. Recently the approach of 
Convolutional Neural networks (CNNs) has been used, 
[80,81]. In finger vein recognition, Hamming Distance 
(HD), Phase Only Correlation (POC) and Histogram 
Difference have been used [40,52,53] as matching measures. 
In addition, the approach of CNN has been used recently, 
[82-84]. For fingerprint recognition, K-Nearest Neighbor 
Minutiae Clustering is used, [85], See [86] for a 
comprehensive study on fingerprints matching algorithms. 
For face recognition, [61,87] used deep learning approach 
such as the convolutional neural network (CNN). Shih and 
others, [43] performed the SVM classification on the AOI of 
eyes and mouths. In addition, other methods were used for 
the Face Recognition such as Karhunen-Love transform, 
[88] which is known as Principal Component Analysis 
(PCA), and eigenface vector technique was used by [89].  In 
voice recognition, the speaker talks to the program which 
will analyze the voice and compare it to the enrolled data 
using either the template matching approach or feature 
analysis approach, [90]. Voice recognition could be speaker 
dependent or speaker independent. In speaker dependent 
system, the speaker talks to the program and the program 
analyze the voice and compare it to the enrolled data. 
Speaker independent system does not require training to 
analyze the voice. The most popular recognition models are 
vector quantization (VQ), dynamic time warping (DTW), 
and artificial neural network (ANN) [91]. In addition, a 
hybrid framework based on hidden Markov models and K-
nearest neighbors was used by [92]. For signature 
recognition, several classifiers have been used such as 
Templet Matching by [26], Artificial Neural Networks, 
Support Vector Machine by [68], Hidden Markov Models 
by [93], K-Nearest Neighbour by [77], Deep learning 
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algorithm [35] and Gaussian Mixture Model by [Sanda, and 
Amirisetti, 2017 94]. Table 5 shows the most common 
measures used for matching for each of the six biometric 
traits selected in this paper. 
 

Table 5 Methods of classification and matching 
Human Traits Preprocessing Methods and 

[References] 

Iris 
Hamming Distance, [44; 57,58] 
Classifier: Convolutional Neural 
networks (CNNs), [80,81] 

Finger Vein 
Matching measure: Hamming Distance, 
[40], Phase Only Correlation, [52] and 
Histogram difference [53], CNN, [82-84] 

Fingerprints 

Artificial Neural Networks with Back-
propagation on minutia template, [42] 
and K-Nearest Neighbor Minutiae 
Clustering, [85] 

Face 

Support Vector Machine, [43], deep 
learning algorithms, [61,87], Karhunen-
Love transform, [88], eigenface vector, 
[89] 

Voice 

Support Vector Machine and multilayer 
perceptron by [63], Template matching 
approach by [90], artificial neural 
network, [91], Hybrid framework based 
on hidden Markov models and K-
nearest neighbors, [92] 

Signature 

Templet Matching, [26], Artificial Neural 
Networks and Support Vector Machine, 
[68], Hidden Markov Models, [93], K-
Nearest Neighbor, [77], Deep learning 
algorithm, [35] and Gaussian Mixture 
Model, [94] 

 

IV. EVALUATION OF PATTERN RECOGNITION SYSTEMS 
There are several criteria upon which the evaluation of 
biometric recognition system can be done. These criteria are: 
system performance, application area, strength and 
weakness, etc. System performance is derived from some 
criteria such as True Acceptance Rate (TAR), False 
Acceptance Rate (FAR), True Rejection Rate (TRR) and 
False Rejection Rate (FRR), which can be used to provide 
the ROC curves of the system. The best performance is 
achieved when FAR equal FRR, that is when ERR is 
minimum. Also, the areas for which the system is used, is 
another important criterion when evaluating the system. 
Some areas do not need high security, so a very high 
performance may not be necessary and the system could be 
made cheaper in term of software. In addition, some human 
traits have some strength points over other human traits. For 
example, iris is more stable and secure compared to other 
traits such as face and fingerprints. Table 6 shows the 
evaluation of biometric recognition systems for the six traits. 
According to this table, iris recognition system is the best 
since it provides better accuracy and it is more secure and 
therefore it can be used for the applications that require high 
security. 

V. CONCLUSION 
A In this paper, a review of the Human biometrics systems 
based on iris, finger vein, fingerprints, face, voice and 
signature has been made. The major advantages and 

disadvantages of each of them were presented and 
summarized in tables. In addition, the most common 
techniques and algorithms for the various stages of them 
were given. Finally, an evaluation table, which shows the 
performance and limitation of each of these traits was given. 
According to this table, iris and finger vein are the most 
effective traits since they provide highest accuracy, and at 
the same time they are difficult to be replicated, despite they 
are expensive and may encounter resistance from the users. 
Thus, the paper is useful in finding gaps in the research and 
giving room for improvement. 
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Table 6 Evaluations of the biometric recognition systems for 

the four physiological traits  
Human 
Traits 

Application 
Areas 

Advantages Drawbacks 

Iris 

1. Border 
Checking 

2. Government 
Offices 

3. Banking 
security 

1. Provides 
high 
accuracy 

2. Difficult to 
be replicated  

1. Expensive 
in term of 
speed and 
processing 
Methods 

2. Encounter 
resistance 
from the 
user. 

Finger Vein 

1. Border 
Checking 

2. Government 
Offices 

3. Banking 
security 

1. Provides 
high 
accuracy 

2. Difficult to 
be replicated  

Expensive in 
term of 
speed and 
processing 
methods. 

Fingerprint
s 

1. Forensic 
2. Border 

Checking 
3. Governmen

t initiatives 
such as 
national ID, 
voter 
registration, 
passport. 
Banking 
security 

1. Provides 
medium 
accuracy 

2. Very 
Familiar, 
acceptable, 
cheap and 
easy to use 

 

Easy to 
replicate and 
spoof and 
wear away 
with age 

Face 

1. Forensic 
2. Border 

Checking. 
 

1. Provides 
medium 
accuracy 

2. Very 
Familiar, 
acceptable, 
cheap and 
easy to use 

3. The 
identificatio
n can be 
performed 
from a 
distance 
and can be 
used in 
static 
(image) and 

1. Requires 
well 
lighting 
conditions. 

2. The face of 
a person 
changes 
over time 

3. Facial 
expression
s and 
sunglasses 
may affect 
the 
accuracy. 
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dynamic 
(video) 
applications
.  

Table 7 Evaluations of the biometric recognition systems for 

the two behavioral traits  
 
Human 
Traits 

Application 
Areas 

Advantages Drawbacks 

Voice 

1. Forensic 
2. Telephone 

services. 

1. Provides 
medium 
accuracy 

2. Inexpensive 
and require 
less 
hardware. 

3. Easy to use 
as well as no 
special 
instructions 
are needed. 

1. The voice 
quality is very 
sensitive to 
noisy 
environments. 

2. The emotional 
and health 
conditions of 
the users affect 
the voice. 

3. The size of the 
voice database 
is large and it 
can impact the 
matching 
speed. 

Signatur
e 

1. Government 
Offices 

2. Banking 
security 

3. business 
validation 
for 
transaction 
contracts 
and 
agreements 

 

1. Difficult 
to mimic the 
behavioral 
patterns 
which are 
inherent in 
the process 
of signing 

2. Noninvasive, 
and user-
friendly. 

 

1. Provides low to 
medium 
accuracy 

2. It has large 
intra class 
variability 

3. Not stable over 
time. 

4. Affected by 
user health, 
position 

5. Affected by 
environmental 
conditions 
such as writing 
surface and 
writing pen 

6. Language 
dependent,  
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